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Abstract
With an ever-increasing number of connected devices (e.g., IoT), cloud computing faces efficiency
challenges due to complex infrastructure, high communication costs, and privacy. Fog and edge
computing enable computing closer to data sources, offering alternatives to the limitations of relying
exclusively on the cloud. When combined with high-performance cloud platforms, fog, and edge
devices form a computing continuum. However, the continuum challenges designers who need to
compile and deploy on distributed and heterogeneous devices and optimize for a diverse set of non-
functional requirements. To ease the usage and ensure the full potential of the continuum, a Design and
Programming Environment (DPE) that is interoperable, reusable, portable, and cross-layer is needed.
In this context, the Multi-Level Intermediate Representation (MLIR) becomes vital since it provides
an extensible and reusable compiler infrastructure. The project development of a continuum-oriented
DPE leveraging the MLIR infrastructure is discussed in this paper as a work in progress.
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1. Introduction
Cloud computing has emerged as a critical technology in the industry over the past years
due to its flexibility in managing information and resources across the Internet. It has also
relieved users from the burden of configuring their working environments, allowing them to
reduce infrastructural costs. However, in recent years, the rise of Artificial Intelligence (AI)
related technologies and the Internet-of-Things (IoT) has made relying solely on cloud-based
computing increasingly challenging. This is due to the significant energy consumption and
communication costs associated with real-time interactions between the cloud and devices.
New computing paradigms, such as fog computing and edge computing, have been introduced
as extensions. These approaches aim to address the limitations of cloud-based computing
by distributing computational tasks closer to the data source. Cloud, edge, and fog form a
computing continuum [1], posing new challenges, such as partitioning an application between
nodes, compiling applications to these distributed and heterogeneous devices, and seamlessly
and efficiently migrating workloads across the continuum.

The MYRTUS [2] project aims to address these challenges. More specifically, MYRTUS aims to
provide the technology to enable cyber-physical systems to evolve towards a living dimension,
contributing to integrating edge, fog, and cloud computing platforms into a seamless execution
environment and providing languages and tools to orchestrate collaborative, distributed, and
decentralized components. One key component of the MYRTUS project is a so-called DPE, which
deals with multiple aspects of high-level application modeling, model-based design and synthesis,
and high-level compilation for adaptable execution on heterogeneous resources. This paper
describes initial research and plans for the high-level compilation framework of the DPE known
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as Node-Level Optimization and Deployment (NLOP). Notably, the proposed NLOP addresses
the compilation in the following aspects:

• Interoperate with model-based frameworks for automatic code generation and deployment
to ensure interoperability;

• Integrate with productivity-oriented programming frameworks and Python-based Domain
Specific Languages (DSLs) to enhance developer efficiency and ease of use;

• Support different architectures with a focus on accelerators for efficient processing, such
as Coarse-Grained Reconfigurable Architectures (CGRAs) and Field-Programmable Gate
Arrays (FPGAs);

• Provide automatic insertion of adaptivity knobs for runtime adaptation.
The MLIR project will be leveraged to develop the features above in a unified compilation
flow. MLIR offers us a framework in which we can extend our needs for the continuum, reusing
state-of-the-art compilation tools like Low-Level Virtual Machine (LLVM)’s backends and
optimizers, supporting hardware heterogeneity, and integrating external tools that will facilitate
the construction of the DPE’s NLOP.

2. Background
This section presents a brief background on the concepts and tools that will serve to develop the
NLOP. This includes, a brief introduction to MLIR, initial MLIR-based infrastructure developed
in a previous EU project, and fundamentals of the adaptable models of computation.

2.1. MLIR
MLIR is a promising framework for constructing reusable and extensible compiler infrastructure.
It aims to tackle software fragmentation, enhance compilation for diverse hardware systems,
considerably lower the expenses associated with developing domain-specific compilers, and
facilitate the integration of existing compilers. It extends the monolithic LLVM IR into multi-level
abstractions, each of which serves its own purpose and has specific functionalities, such as
arith for arithmetic operations and linalg for linear algebra. The infrastructure of MLIR
makes it possible to seamlessly transition from abstract, high-level representations to concrete
executable code. This makes MLIR an enabler for the efficient implementation of DSLs and other
programming constructs [3].

In MLIR, we can roughly understand that everything is an operation. These operations exist
in different dialects, each serving its own abstraction level. MLIR allows users to define custom
dialects, along with custom types, interfaces, etc. One of the most important infrastructure
within MLIR is Pass, with which we can lower or convert one dialect to another by giving several
rewrite patterns.

2.2. System Development Kit of EVEREST
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Figure 1: EVEREST MLIR Stack from [4]

A compelling example of how the
MLIR multi-level abstractions can
be leveraged is demonstrated in
the Software Development Kit
(SDK) of the EVEREST project.
EVEREST is a H2020 EU project
that aims to simplify the devel-
opment of complex big data ap-
plications for FPGA-based data
centers [5]. The EVEREST SDK is
a framework designed to optimize



dfg.operator @add
   inputs(%in0: i32, %in1: i32)
   outputs(%sum: i32)
{
   %0 = arith.addi %in0, %in1 : i32
   dfg.output %0 : i32
}

(a) OperatorOp

dfg.process @add inputs(%in0: i32, %in1: i32)
                outputs(%sum: i32) {
 dfg.loop inputs(%in0: i32, %in1: i32) {
   %0 = dfg.pull %in0 : i32
   %1 = dfg.pull %in1 : i32
   %2 = arith.addi %0, %1 : i32
   dfg.push(%2) %sum : i32

} }

(b) ProcessOp

Figure 2: An example using dfg-mlir dialect

selected kernels in the application workflow [4]. Built upon MLIR, the SDK supports different in-
put languages into a unified system and hardware generation, connecting to different downstream
High-Level Synthesis (HLS) tools. Several dialects, optimizations, and abstraction lowerings are
implemented for this workflow.

The main dialects and their relations are shown in Figure 1. Machine Learning (ML)
applications from tvm can be translated into the jabbah dialect. The SDK also includes
dialects for kernel language frontend (ekl), the coordination dialect dfg-mlir, and a DSL
cfdlang. ekl and cfdlang can be converted to an MLIR implementation of the intermediate
tensor language teil [6, 7] and a dialect for Einstein notation esn. These abstractions are
employed to execute a series of transformations. The EVEREST MLIR stack demonstrates the
Multi-Level abstraction methodology to deploy applications within a cluster with FPGAs [8]. In
MYRTUS, we will build on top of these abstractions, extend them, and enable deployment on the
computing continuum.

2.2.1. The dfg-mlir Dialect

The dfg-mlir of the EVEREST SDK will be extended to cater for requirements in MYRTUS. In the
dfg-mlir dialect, a user can define an Homogeneous Synchronous Data-Flow (HSDF) node using
a custom operation dfg.operator (see Figure 2a). Users can define input and output ports and
perform any operations with them. The definition of ports is followed by an MLIR region with
only one block. Users can use any MLIR operation inside this region such as arith.addi from
the arith dialect. The returned result is an MLIR Value that can be used in other operations as
operands. An Output operation indicates which values should be output. The input/output
ports are connected to channels, which are implicitly pulled/pushed from/to at the beginning
and end of the region.

For broader modelling of a Data-Flow Graph (DFG), dfg-mlir also provides a Process
operation. This operation has a similar syntax to an Operator but is capable of describing a
Kahn Process Network (KPN) node, which means that users can pull/push from/to the channels
multiple times. There is a Pass inside dfg-mlir, which can convert every Operator to the
equivalent Process operation, as shown in Figure 2b.

dfg-mlir supports different hardware platforms, enabling parallel execution of DFGs. The
CPU backend, for instnace, lowers to OpenMP. For hardware generation, dfg-mlir can be
lowered to Olympus [9] which, with the help of the Bambu [10] HLS tool, can deploy the graph
onto CPU-FPGA heterogeneous system. An extended FPGA backend was introduced in [11],
which allows for a more generic execution on FPGAs using the CIRCT project as backend.

2.3. Adaptable Models of Computation
dfg-mlir demonstrates the usage of the data flow Model of Computation (MoC), which depicts
systems as graphs of computational entities and communication channels. MoCs introduce
an alternative to traditional programming methods for fully leveraging highly heterogeneous
platforms such as the ones in the MYRTUS continuum. However, mapping DFGs is a widely
studied yet not solved challenge [12]. Traditionally, mappings can be determined at design time



using Design and Space Exploration (DSE) or at runtime based on the current workload of the
hardware, managed by a Runtime Manager (RM). Currently, dfg-mlir relies on the system’s
RM. To leverage both mapping methods, the Hybrid Application Mapping (HAM) approach
is introduced to find near-optimal mappings at design time and adapt to workload changes
at runtime [13]. Taking this further, Khasanov et al. recently enhanced HAM by leveraging
a genetic algorithm to find spatial-temporal mappings for the MoC [14, 15]. This approach
considers expected workload changes and generates more efficient mappings.

For DSE, tools like Mocasin can be utilized. Mocasin [16] is an open-source research envi-
ronment to explore mapping algorithms and novel data structures representing the mapping
space. Mocasin features an abstract modular architecture encompassing commonly used DFG
MoCs and the related tool flows, enabling the composition of these flows. There is an integrated
high-level simulator that can generate a tracing file, with which users can check the execution of
each node in the DFG. Mocasin can run DSE to find the Pareto points in the design space based
on the DFG and platform. Objectives can be selected from execution time, energy consumption,
and resource utilization. Within Mocasin, users can freely design their platforms using the
provided infrastructure, such as the definition of clusters, Processing Elements (PEs), and
Network on Chip (NoC). Mocasin also allows users to define their own MoC input for instance,
a custom format in YAML.

Dataflow lacks reactive behavior to inputs from the environment which is key in the context of
Cyber-Physical System (CPS). Recently, LinguaFranca [17] emerged as a coordination language
for CPSs, extending dataflow with time semantics using the discrete event model with explicit
semantics of time [18]. LinguaFranca adopts the reactor model [19] and supports various
runtimes capable of concurrent and distributed execution. The reactor model also supports
topological changes to the underlying dataflow graph for adaptable execution. In MYRTUS, we will
borrow ideas from LinguaFranca to enable reactive and adaptive execution in the computing
continuum.

3. Work-in-Progress
This section gives an overview of the ongoing works and plans for the MYRTUS DPE’s NLOP .
First, a general overview of the NLOP , including its main components, inputs, and outputs, is
given. Next, we detail two work fronts currently taking place for extending the dfg-mlir dialect
for the NLOP.

3.1. General Overview
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MLIR Core Dialects torch-mlir
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Figure 3: Node-Level Compilation and Deployment
Overview

Figure 3 presents an overview of the
NLOP covered in this project. The
primary input of the NLOP is the con-
tinuum model, which encompasses the
application code and additional deploy-
ment specifications (e.g., targeted ker-
nels and platforms). From the contin-
uum model, the code will be generated
and fed into the compiler infrastruc-
ture. Finally, the compiler produces
low-level code that can be deployed
onto various hardware platforms. As
illustrated in the figure, the code can
originate as general C/C++ code or
a deep learning model described in

PyTorch. Utilizing Polygeist [20], C/C++ code can be translated into an MLIR program.



While the PyTorch models can be translated into torch-mlir dialect, all inputs (C/C++ or
PyTorch) are converted into the MLIR domain. Additionally, NLOP will support techniques such
as in [21] in MLIR to further optimize the computation of PyTorch models. These techniques are
applied at the PyTorch level to save execution time and energy.

Subsequently, passes will be implemented to translate MLIR programs from the previous step
into custom dialects (see Figure 3), including dfg-mlir. This process includes automatic DFG
recognition and generation, converting them to the custom dialects while maintaining the same
semantics. Once the program in custom dialects is generated, several analyses and optimizations
will be performed to obtain the quasi-optimal DFG based on a cost function or similar technology.
To that end, Mocasin will be used to run simulations and DSE to identify the best mapping
and partitioning for deployment on heterogeneous nodes. Finally, the NLOP generates low-level
Intermediate Representation (IR) or code for the supported FPGA platforms with MDC [22] and
CGRAs with STRELA [23].

3.2. dfg-mlir with Mocasin

We assume that all the nodes in the generated dfg-mlir program will be an Opeartor, which
means from/to each port, we only pull/push one data in each iteration. However, there is a
limitation with the Operator operation shown in Figure 2a: it lacks the ability to take values
from the previous iteration. With the syntax of Single Static Assignment (SSA), it is illegal to
directly use the result value as operand. This limits our ability to translate a wider range of
applications into an Opeartor in dfg-mlir (e.g., a Multiply Accumulate (MAC) operation).

dfg.operator @mac
       inputs(%in0: i32, %in1: i32)
       outputs(%out: i32)
       iter_args(%sum: i32)
   initialize {
       %0 = arith.constant 0 : i32
       dfg.yield %0 : i32
 } {
   %0 = arith.muli %in0, %in1 : i32
   %1 = arith.addi %0, %sum : i32
   dfg.output %1 : i32
   dfg.yield %1 : i32
}

Figure 4: Iteration arguments support

To address this issue, we introduced the iteration
arguments syntax to Operator. As shown in Figure 4,
an iter_args list can be added after defining the
input and output ports. If this list is present, an
initialize region must be appended to provide the
initial values for each iteration argument. In the
body region, these iteration arguments can be used
like any other values in any operation. To pass the
result of current iteration to the next, a Yield is
used to update them at the end of Opeartor.

To integrate with Mocasin we implemented a YAML
reader as well as a new CGRA platform. Within

LLVM, we developed a transformation pass that outputs the internal dataflow of an Operator
to a YAML file. This file contains the information on each node, their ports and the channels
connecting them. If there is iteration argument, an initial token will be added in the channel,
representing a backedge in the loop graphically.

As mentioned in Section 2, we will expand the semantics of the underlying MoC to account
for runtime adaptivity and reactive behavior.

3.3. dfg-mlir atop CIRCT

Currently, CIRCT relies on Polygeist to read in C/C++ programs into MLIR. Each function
is then turned into CIRCT’s entry dialect, called handshake. Passes are available to lower
handshake into low-level dialects within CIRCT, ultimately generating System Verilog code.
However, handshake can only describe HSDFs, as it assumes that users will only pull/push
one data from/to the ports by default. More expressive computational graphs coming from
high-level DSLs, e.g., using Synchronous Data-Flow (SDF) or KPN semantics, cannot use CIRCT
as backend at the moment.

As discussed in Section 2, dfg-mlir supports more expressive MoCs (ProcessOp for KPNs).
Within dfg-mlir, we have also implemented passes that can directly generate low-level dialects



in CIRCT before generating the System Verilog code, such as fsm for Finite State Machine (FSM)
generation and sv for SystemVerilog syntax. dfg-mlir also uses elastic circuit for each port,
the same as handshake, meaning each port will be converted into three signals: valid, data, and
ready. For the multiple pulls/pushes behavior in a KPN, we will generate a FSM to correctly
handle the elastic circuit signals.

Another consideration is that handshake only inserts a buffer operation, which has a capacity
of two elements between two ports for synchronizing different modules. In contrast, we implement
a more flexible channel inspired by Chisel [24]. Currently, the channel’s capacity is manually
controlled. By utilizing the work of Josipović et al. [25], we aim to improve the sizing of channels
automatically. With all these features, our approach allows users to have a more powerful way
to describe a wider range of DFGs. In the project, this will be extended to support reactive and
adaptive execution.

4. Conclusion and Future Work
In this paper, we introduced current efforts to implement the NLOP phase of the MYRTUS DPE.
Naturally, some challenges remain to be tackled throughout the NLOP development , including:

• System integration: This involves connecting application components, utilizing various
abstractions, navigating among transformations and trade-offs in heterogeneous and
distributed computing environments, with custom MLIR dialects code generation being the
final step.

• CGRA mapping: The integration of dfg-mlir and Mocasin for CGRA mapping exploration
will not be limited to supporting specific architectures such as STRELA in Figure 3. The
approach will support different CGRAs by accepting architecture properties.

• CIRCT extension: CIRCT offers an alternative approach to HLS but has some limitations
that must be addressed. For instance, the handshake dialect can adopt the dfg-mlir
semantics. Another critical extension is the support for pipelining, which is typically
available in HLS tools as pragmas. To avoid vendor-locking, how to automatically apply
different optimization pragmas will also be explored.

• Adaptive MoC execution: Applying HAM at the MLIR level and taking LinguaFranca’s
time semantics could also be explored.

By addressing these points, the DPE’s NLOP can fully leverage the resources of the continuum.
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