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Abstract

This article explores the use of Large Language Models (LLMs) to determine if online privacy policies comply with
the General Data Protection Regulation (GDPR) since privacy policies do not always adhere to all relevant GDPR
requirements. This paper proposes a method to classify privacy policies as compliant or not with a single duty
within Article 13(2)(b) of the GDPR, which mandates that data subjects be informed of their right to rectification or
erasure of personal data. To address that, we employed several LLMs such as BERT-base-uncased, roBERTa-base,
distilBERT-base-uncased, t5-base, and ERNIE-2.0-base-en on a dataset built by the authors from European websites
domains. Moreover, once the dataset was built, a legal expert from our research team manually classified a set of
privacy policies to perform the contextual sentence similarity task. As the final step, we employed a set of unseen
privacy policies to test models, obtaining interesting results demonstrating moderate accuracy in identifying
compliant phrases using these thresholds. Future research could include expanding the analysis to encompass
other GDPR requirements and refining the models.
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1. Introduction

In the European Union, privacy policies communicated by the data controller or processor to inform data
subjects visiting a website cannot easily be evaluated in terms of “compliant” versus “non-compliant”
by a human being. There may be aspects within a policy that might be compliant, and aspects which
are likely to be considered not aligned with the General Data Protection Regulation (EU) 2016/679.
The nature of GDPR compliance or privacy policy compliance are not black and white concepts to be
determined about the entirety of the policy based on the face of the text of a policy alone. Therefore,
to be “checkable” this bigger goal had to be broken down into smaller, verifiable steps. GDPR article
13(2)(b) (duty to inform the data subject of the right to rectification or erasure) was chosen to be tested
as a first experiment. Since this task can be challenging for a human being, it can also be difficult
for an Al model. However, it is still possible to leverage powerful models like the Large Language
Model (LLMs) to assist humans in performing this time-consuming task. These models can be trained
to dissect the text of privacy policies into specific terms and clauses and flag those which are relevant
to selected articles of the GDPR. Additionally, they can analyze the phrasing within privacy policies
and compare this to the language of the GDPR. They can spot inconsistencies, missing information or
overly vague language that could fall short of compliance benchmarks. LLMs have the advantage of
working with many texts in a short amount of time, making it possible to look at several privacy policies
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from various organizations or services at once. This scalability is helpful for big companies looking to
ensure compliance over separate platforms, such as Google, which operates various services in Europe:
Google Search, YouTube, and Google Drive, each requiring adherence to different privacy policies.
Using these capabilities, the goal is that eventually enterprises could utilize LLMs to support their
compliance activities, mitigate risks, and confirm that their privacy agreements meet the jurisdiction’s
legal requirements, e.g., GDPR. We choose most suitable LLM to identify the language corresponding to
the roBERTa-selected text in privacy policies. This would then allow testing whether a sentence appears
"compliant” with a single requirement. In order to achieve this goal, we employed state-of-the-art
text embedding models (like all-mpnet-base-v2 [1] and all-distilroBERTa-v1 [2]). They excel at tasks
that require understanding the semantic meaning of sentences, such as semantic similarity, clustering,
and information retrieval. In addition, we relied on LLMs (like state-of-the-art BERT and variants)
since they are designed for a broader range of tasks related to natural language understanding and
generation, such as text generation, summarization, translation, and question answering. Preliminary
results show that text classifiers returned “compliant” phrases, as verified by a human check. This
step was performed by calculating three similarity scores (cosine similarity, dot product, and euclidean
distance) between the manually selected privacy policy sentences and the Art. 13(2)(b). These metrics
values are used to determine if a given sentence policy complies with the GDPR Article 13(2)(b). Future
research could expand to additional GDPR requirements that make up a typical privacy policy, such as
GDPR Art 13 (2)(d) which requires data subjects to be informed of the right to lodge a compliant with a
supervisory authority. An important limit to bear in mind in this research process of using LLMs to
check compliance of policies is that the quality of the result must be demonstrable in the words of the
text alone.

The paper proceeds as follows: the next section shows an overview related to the state-of-the-art related
to the adoption of Al techniques in the legal field; in Section 3, the proposed method is presented, while
the results of the experimental evaluation performed are shown in Section 4 and, finally, conclusion
and future research lines are drawn in the last section.

2. Related Work

Over the years, Artificial Intelligence has played a crucial role in several fields. Al profoundly impacts,
primarily through Natural Language Processing (NLP) [3, 4] and Large Language Models (LLMs) [5, 6].
In this Section, we provide a comprehensive study of the literature review showing contributions to the
state-of-the-art in which experts employ Al techniques in the legal field.

In [7], researchers presented a new model named ITALIAN LEGAL-BERT, which can interpret the
semantic nuances of Italian legal texts with unprecedented accuracy. In detail, they proposed two
versions of that model using two different methods of domain adaptation: one based on Italian civil
cases and another on Italian legal documents based on the CamemBERT architecture. Different from
them, in our experiment, we proposed the usage of LLMs to verify the compliance of online privacy
policies, using a small dataset manually validated by a legal expert. Once the validation phase was
concluded, we used the dataset to fine-tune five different models belonging to state-of-the-art. After
the appearance of LLMs the approach changed significantly, at least partially abandoning the BERT
architectures.

Rodriguez et al. in [8] presented a study in which the researchers employed LLMs to analyze privacy
policies by automating the extraction and interpretation of critical information at scale. In detail, the
authors reported performances obtained using ChatGPT and Llama 2 i.e., popular LLM-based tools. At
the end of the experiments, they achieved interesting results. Differently from our work, researchers
employed four different datasets (MAPP, OPP-115, APP-350, and IT-100) belonging to several fields.
However, in our study we focused only on the Policy Privacy of websites with the European domain, in
English. The privacy policies were selected by the criterion that they were typical in the content and
style of phrasing of privacy policies found online so that they would be a better representative sample.
The text of online privacy policies tend to use standard phrases, and therefore the samples which



were selected are consistent with the numerous policies that were read for this exercise. Moreover, we
employed a large set of LLMs such as BERT-base-uncased, roBERTa-base, distilBERT-base-uncased,
t5-base, and ERNIE-2.0-base-en.

Garza et al. in [9] designed a novel approach named PrivComp-KG to manage and verify privacy policy
compliance efficiently. In detail, they leveraged LLMs and Retrieval Augmented Generation (RAG) to
identify relevant privacy policy sections and match them with corresponding legal rules, achieving
high score accuracy. On the other hand, in our proposed method, instead of using an open-science
dataset, we created a dataset from scratch, downloading several privacy policies from the web (by using
a Python script written by the authors) and then manually validated by the legal expert in our research
team, and we selected a specific clause of the GDPR Article 13(2)(b), which is the duty to inform the
data subject of the right to rectification and erasure of personal data.

3. The Method

This Section provides an overview of the proposed method to classify a privacy policy that complies
with Art.13(2)(b) of the GDPR. Figure 1 illustrates the steps performed in detail.

Figure 1: The proposed method to classify privacy policy complies with Art.13(2)(b) of the GDPR.

3.1. Dataset Composition

To automate evaluating whether or not a given privacy policy complies with Art.13(2)(b) of the GDPR
as a preliminary stage, we developed a Python script to retrieve the Policy Privacy page of several
websites located within the EU. In detail, we defined the privacy policy slugs list with several slugs
typically employed in websites to store privacy policies like /privacy /privacy-policy, /privacy-notice,
/privacy-statement, /legal/privacy-policy, /legal/privacy, /policies/privacy, /about/privacy, /about-us/privacy,
/info/privacy, /support/privacy, /help/privacy, /terms/privacy, /resources/privacy, end /company/privacy.
Once we identified these websites, considering only websites with European domains, we employed
another Python script developed by the authors to extract the text from the retrieved URLs. The script
was designed to clean and format the extracted content, removing webpage elements such as buttons
and other non-text components. In detail, we considered only privacy policies in English, which were
divided into sentences, removing stop words and punctuation marks.

3.2. Manual Classification

After composing the dataset and converting all of the privacy policies into text files, we moved on to
the next stage of the experiment: the manual classification phase to ensure a qualitative dataset. Human
annotators can guarantee that labels are accurate and consistent, which is crucial for training effective
machine learning models, especially in a supervised learning task as delicate as legal compliance.
Additionally, this process can provide transparency and help others understand how the dataset was
created. Given that this type of task is time-consuming and resource-intensive, we decided to take a



subset of privacy policies retrieved (10 out of 50). Due to the small amount of data (less than 30 samples),
we calculated the confidence interval using the t-distribution. The calculated confidence interval
(5.91,8.29) represents the range within which we are 95% confident the true mean of the population
lies. This interval is based on the sample mean (7.1) and the sample standard deviation (1.66), statistical
estimates which were derived from our data. The critical t-value (2.262) at a 95% confidence level sets the
margin of error, reflecting how much we expect the sample mean to vary from the population mean. The
resulting interval captures the inherent uncertainty in estimating population parameters from a small
sample and provides an actionable range for making informed decisions with high confidence. Once the
number of samples was identified, a legal expert in the group manual classified the ten selected privacy
policies. Regarding the manual classification phase, the first challenge, then, was to select a suitable
article from the GDPR to test the LLM and determine if its requirements were satisfied within the text
of online privacy policies. Article 13, “Information to be provided where personal data are collected
from the data subject” and Article 14, “Information to be provided where personal data have not been
obtained from the data subject” were the best choices in terms of checking for website information
because these two articles list the information that must be supplied to the data subject. Informing
data subjects of their rights (as part of the principle of transparency) is demonstrated by using clear
and plain language provided in an easy display, in a place where the data subject is likely to find it
(GDPR Rec. 39). More specifically, the clause 13(2)(b) “the existence of the right to request from the
controller access to and rectification or erasure of personal data” is a duty to inform of this right that
could be demonstrated as compliant on its face (meaning in its language alone). Essentially then this
means being compliant with the applicable articles of the GDPR that would be required to be present in
a privacy policy on a website that intends to gather or process personal data. Several sample privacy
policies that were viewed for this project were determined to be a mix of compliant and non-compliant
wording. A manual selection of privacy policies on websites were made from the criteria that they were
1.) in English, and 2.) in the EU. Other parameters that may help demonstrate “compliance” such as
location on the website and size of font, are outside the scope of this research project. The selection
of privacy policies would serve as one small test scenario on which the method could be tested, and
further expanded based on positive results, or at least adjusted and measured against reliable results.

3.3. Metrics Extraction

The dataset composition is essential to training a model. For this reason, we decided to use a larger
dataset that provides more examples for the model to learn from, which can improve its ability to
generalize to unseen data [10]. With only this data (those retrieved in Section 3.2), models may memorize
the training examples rather than learning the underlying patterns, leading to overfitting. A larger
dataset helps mitigate this risk by providing more diverse examples. Also, a larger dataset is more likely
to capture a wide variety of scenarios, edge cases, and variations in the data. This diversity helps the
model learn to handle different situations and improves its robustness. To speed up the process and
increase the dataset size, this work aims to carry out a semantic sentence similarity process. The goal is
to rely on Sentence Transformers, like [11], and LLMs like [12, 13, 14] to obtain contextual embeddings
from the labeled sentences and calculate their similarity with Art. 13(2)(b). Once we calculated this
similarity, we used this score as a basis to label new unseen sentences from other privacy policies.
The assumption is that the calculated score between the manually labeled sentences and Art. 13(2)(b)
can be used as a threshold to evaluate the compliance of new sentences. Sentence transformers are
models designed to convert sentences into fixed-size vector representations, capturing their semantic
meaning. These models are used for tasks like semantic similarity, clustering, and information retrieval,
demonstrating excellent results [18]. On the other hand, LLMs are advanced neural networks trained
on vast amounts of text data to understand and generate human-like text, enabling them to perform
a wide range of language-related tasks, demonstrating excellent results for this purpose [15, 16, 17].
Regarding the similarity score, we used three metrics commonly used in Natural Language Processing
(NLP): cosine similarity, dot product, and Euclidean distance. Cosine similarity measures the cosine of
the angle between two non-zero vectors in a multi-dimensional space. It is beneficial for measuring



the similarity of text data represented as vectors because it focuses on the orientation of the vectors
rather than their magnitude, making it practical for comparing documents of different lengths. The dot
product of two vectors is a scalar value, the sum of the products of their corresponding components.
It can indicate the degree of similarity between two vectors. A higher dot product suggests greater
similarity, but it is sensitive to the magnitude of the vectors, which can be a limitation when comparing
vectors of different lengths, which does not affect the case of Sentence Transformers since they produce
fixed-size vector representations. At the same time, the Euclidean distance measures the straight-line
distance between two points (or vectors) in Euclidean space. It provides a measure of the absolute
distance between two vectors. NLP can be used to assess how similar or dissimilar two sentences are
based on their vector representations. Using the score obtained with the previously described metrics,
between each manually labeled sentence and Art.13(2)(b), we aimed to label a new unseen privacy
policy sentence as compliant or not if this score is equal to or greater.

Text Link Compliant

Right to rectification and erasure: If your data is in- https://www.twence.com/ Yes
correct or incomplete, you can request us to amend or  privacy-statement

supplement it. You can also request that your personal

data be deleted. We strive to process your request as

quickly as possible, but at the latest within four weeks.

Please note that we may not be able to delete all your

data because we are bound by certain laws, such as

the fiscal retention obligation.

Esri will permit you to access, correct, or delete https://www.esri.com/en-us/ Yes
your information in our database by contacting ac- privacy/privacy-statements/

counts@esri.com or by logging in to your account privacy-statement

at https://my.esri.com/ and making the appropriate

changes or selecting the “Remove my account” option.
We will respond to all requests for access within a
reasonable timeframe.

Table 1
Example of a sentence of a privacy policy compliant with Art.13(2)(b) of the GDPR with the corresponding link.

3.4. Experiments

As explained, we obtained the sentence embeddings from both Sentence Transformers and Large
Language Models to perform the contextual sentence similarity task. Regarding the first type, we
selected the five best models based on their average performance on encoding sentences over 14 diverse
tasks from different domains’, reported in Table 2. Regarding the LLMs, we selected the BERT model [12],
which is the first bi-directional (or non-directional) pre-trained language model (BERT-base-uncased),
and two different variants of the latter that are DistilBERT [18] (distilBERT-base-uncased) aiming to
optimize BERT’s performance and RoBERTa [19] (roBERTa-base), short for "Robustly Optimized BERT
Approach! In addition, we employed the T5 model (t5-base), or Text-to-Text Transfer Transformer, a
large language model [20] developed by Google Al that uses a text-to-text approach. Finally, ERNIE
[21], Enhanced Representation through kNowledge IntEgration (ERNIE-2.0-base-en) consists of two
stacked modules: a textual encoder and a knowledgeable encoder, which is responsible for integrating
extra token-oriented knowledge information into textual information.

'https://www.sbert.net/docs/sentence_transformer/pretrained_models.html#original-models


https://www.twence.com/privacy-statement
https://www.twence.com/privacy-statement
https://my.esri.com/
https://www.esri.com/en-us/privacy/privacy-statements/privacy-statement
https://www.esri.com/en-us/privacy/privacy-statements/privacy-statement
https://www.esri.com/en-us/privacy/privacy-statements/privacy-statement
https://www.sbert.net/docs/sentence_transformer/pretrained_models.html#original-models

Model Description

all-mpnet-base-v2 All-round model tuned for many use-cases. Trained on a large
and diverse dataset of over 1 billion training pairs
multi-qa-mpnet-base-dot-v1 This model was tuned for semantic search: Given a query/ques-

tion, it can find relevant passages. It was trained on a large and
diverse set of (question, answer) pairs

all-distilroberta-v1 All-round model tuned for many use-cases. Trained on a large
and diverse dataset of over 1 billion training pairs

all-MiniLM-L12-v2 All-round model tuned for many use-cases. Trained on a large
and diverse dataset of over 1 billion training pairs

multi-qa-distilbert-cos-v1 This model was tuned for semantic search: Given a query/ques-

tion, it can find relevant passages. It was trained on a large and
diverse set of (question, answer) pairs

Table 2
Sentence Transformers models involved in the task of contextual sentence similarity.

4. Results

As described in the previous section, we used the ten manual classified sentence policies and calculated
their similarity scores based on GDPR Art.13(2)(b) right to rectification and erasure. Table 3 reports
the average score metrics for each model. We used these scores as a threshold to classify new unseen
privacy policy sentences automatically. In order to test this approach, we randomly extracted a privacy
policy from the dataset created in Section 3.1. We split it into sentences, submitted them to each model,
and calculated the metrics described in Section 3.3, i.e., cosine similarity, dot product, and Euclidean
distance against Art.13(2)(b). After this process, we extracted 168 privacy policy. Whenever one of the
calculated metrics satisfied the previously calculated threshold, we labeled the sentence as compliant.

Sentence Transformers Models

Model CSM DPM EDM
all-mpnet-base-v2 0.445 0.445 -1.041
multi-qa-mpnet-base-dot-v1 0.530 22.509 -6.217
all-distilroberta-v1 0.462 0.462 -1.024
all-MiniLM-L12-v2 0.491 0.491 0.999

multi-qa-distilbert-cos-v1 0.503 0.503 -0.985

Large Language Models
Model CSM DPM EDM
BERT-base-uncased 0.794 67.855 -5.874
roBERTa-base 0.971 160.567 -2.998
distilBERT-base-uncased 0.857 59.430 -4.374
t5-base 0.729 7.430 -2.373
ERNIE-2.0-base-en 0.888 88.184 -4.593
Table 3

Models type, the related cosine similarity mean score, dot product mean score, and Euclidean distance mean
score were calculated between the manually labeled compliance policy sentence and Art.13(2)(b).

LEGEND:
CSM: Cosine Similarity Mean DPM: Dot Product Mean EDM: Euclidean Distance Mean

Table 4 shows the results of this phase after the predictions extracted by the models were manually
checked. The Table shows the false positive results (where the sentence was predicted as compliant but
were not) and the false negatives (i.e., the sentence was predicted as not compliant but actually was
compliant). While certain models exhibited a high success rate, some failed due to high false positive
occurrences. Among the models tested, multi-qa-distilBERT-cos-v1 and all-MiniLM-L12-v2 were the
best-performing models, as each model produced two false positives and one false negative. This implies



Sentence Transformers Models

Model False Positives False Negatives Total Sentences
all-mpnet-base-v2 18 1 168
multi-qa-mpnet-base-dot-v1 11 1 168
all-distilroberta-v1 4 1 168
all-MiniLM-L12-v2 2 1 168
multi-qa-distilbert-cos-v1 2 1 168
Large Language Models
Model False Positives False Negatives Total Sentences
BERT-base-uncased 41 1 168
roBERTa-base 55 2 168
distilBERT-base-uncased 44 1 168
t5-base 31 0 168
ERNIE-2.0-base-en 64 0 168
Table 4

Model types and the number of false positives and false negatives privacy policy sentences after the manual
check.

that these models possess a vague but dependable general semantic understanding with no adjustment
or fine-tuning for legal text. The roBERTa-base and distilBERT-base-uncased models predicted many
non-compliant sentences as compliant. It means roBERTa-base misclassified 55 sentences, attributing
them to the compliant position because of a tendency to superficially overlap with the semantics of
those in the compliant position. Since all models used in this experiment were pre-trained and not
fine-tuned on GDPR-specific datasets, their performance reflects their general-purpose capabilities
rather than specialized legal expertise. Therefore, this means that the models were not legal experts
in any particular area but were general models. Indeed, the pretrained models were able to assist in
providing information about the importance of the semantic similarity of privacy policy sentences to
the requirements of GDPR.

5. Future Work

In this preliminary experiment, we designed a methodology to identify phrases within websites’
European English language privacy policies, so that these phrases could be used to determine if they
fulfill the requirement imposed by the GDPR on data controllers to inform the data subject of the right
to rectify or erase personal data collected from them (Art. 13(2)(b)) by leveraging LLMs. As a first step,
we employed a Python script written by authors to retrieve websites’ policies and create a preliminary
dataset. Next, we manually classified ten privacy policies and then we calculated several metrics like
Cosine Similarity Mean, Dot Product Mean, and Euclidean Distance Mean leveraging pre-trained models.
We tested the model using a single privacy policy that was not included in the training phase.

To move our research forward, we will refine our model using a Small Language Model (SML) with
cosine similarity as the evaluation metric. As a matter also of future work, a concern to be addressed is
the risk of a research design that leads to a self-fulfilling prophecy: Since many privacy policies in their
information sheets “mirror” the text of the GDPR, it is possible that the similarity score returns positive
results from a semantic point of view without reflecting actual compliance. Other next steps could be to
expand to other GDPR requirements that make up a typical privacy policy. Additionally, we will expand
our dataset by retrieving a diverse set of internet privacy policies. By leveraging few-shot learning
techniques, we strive to achieve high accuracy with limited data, optimizing our model’s ability to
generalize effectively to new examples.
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