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Abstract 
A review of modern methods and tools for building three-dimensional (3D) models of physical objects has 
been carried out. An information technology for building 3D models of objects using the photogrammetry 
method has been proposed, which provides an increase in the accuracy of their construction due to 
automatic masking of images. The hardware of the technology consists of video cameras, computers and 
network equipment. The software of the technology consists of the developed program "YOLO_mask_24" 
for forming masked images, the 3DF Zephyr program for building 3D models using the photogrammetry 
method. The program "YOLO_mask_24" was developed in Python on the Google Colab cloud platform for 
segmentation, scaling, dilation, filtering and masking of object images. Image segmentation was 
performed by a convolutional artificial neural network YOLOv8. 3D models of an object (bench) were 
constructed using the 3DF Zephyr program based on images without masking. The accuracy of most of 
the object model is satisfactory, but defects appeared in part of the model. It was found that constructing 
3D models using photogrammetry only based on masked images leads to significant model defects.  
The novelty of the work is the simultaneous use of images of objects without masking and with masking 
to build their 3D models using the photogrammetry method. To verify this approach, three-dimensional 
models of the object (bench) were constructed using the 3DF Zephyr program based on images without 
masking and with masking. The use of the proposed information technology ensured high accuracy for all 
parts of the 3D model of the object. The resulting 3D models of objects are used, in particular, in three-
dimensional computer graphics, virtual and augmented reality systems. 
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1. Introduction 

The purpose of the photogrammetry method is to build three-dimensional (3D) models of physical 
objects based on a series of their digital photographs obtained from different angles [1-3]. The 
photogrammetry method is used to build, in particular, 3D models of geographical and natural 
objects (terrain relief, landscape, etc.), architectural objects (buildings, structures, etc.), industrial 
and technical objects (mechanisms, devices, etc.), cultural and artistic objects (sculptures, etc.), 
biological and medical objects. Such 3D models make it possible to automate and increase the 
efficiency of solving many applied problems, therefore photogrammetry is widely used in 
architecture, archaeology, construction, video games, education, medicine, virtual reality and other 
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industries [4]. The construction of three-dimensional models of objects is performed by specialized 
programs, for example, 3DF Zephyr [2]. 

In addition to the photogrammetry method, LIDAR (Light Identification, Detection and 
Ranging) laser rangefinders are used to build 3D models, the principle of which is to calculate the 
distance to objects due to delays in the propagation of optical radiation [2]. The use of LIDAR 
provides high accuracy of 3D models, but requires special hardware and software. Therefore, the 
photogrammetry method is preferable for solving many problems of building models, the initial 
images for which can be obtained using video cameras. 

A significant problem in the application of the photogrammetry method is that photographs, in 
addition to the objects under study, often contain images of extraneous objects (background). Such 
objects in the images can lead to defects in the construction of three-dimensional models. The 
impact of extraneous objects on the reduction of the quality of 3D models is especially significant 
in the case of a non-uniform background and in the presence of transparent or specularly reflective 
surfaces. 

One of the ways to increase the accuracy of constructing three-dimensional models using the 
photogrammetry method is image masking. The essence of masking is to select and further process 
only certain areas of the image (mask) that belong to the object under study. In this case, other 
areas of the image outside the mask are usually painted with a uniform color. Thus, masking 
removes excess information from the original images that can cause artifacts. 

In most photogrammetry programs, image masking is performed manually, which is a rather 
laborious and subjective process [2]. Image masking can be automated using segmentation 
methods that separate the studied objects as separate segments. Currently, the photogrammetry 
method is actively developing and improving, so the task of increasing the accuracy of the 
photogrammetry method using image segmentation is relevant. 

Segmentation methods, such as region-based and watersheds, provide accurate segmentation 
only in the case of clear object boundaries and a significant difference between the color 
(brightness) of objects and the background [5, 6]. When obtaining images using digital video 
cameras, it is important that the contrast and brightness of the images are within the permissible 
range [7]. Otherwise (for example, when illuminated), some of the details in the image may be lost. 
It is possible to increase the accuracy of image segmentation using artificial intelligence [8, 9], in 
particular, using artificial neural networks (ANN) [10-12]. In image processing, convolutional 
neural networks (CNN) [13, 14] are among the most effective, the structure of which is adapted for 
processing two-dimensional signals. 

Therefore, the paper proposes to perform image segmentation using convolutional neural 
networks YOLO (You Only Look Once) [15, 16]. Such neural networks allow for object detection in 
images, as well as their segmentation. According to the principle of operation of YOLO neural 
networks, objects in images are detected in one stage. An important advantage of neural networks 
is the ability to accurately detect and segment real images of objects that differ slightly from the 
background due to brightness, color and texture [17, 18]. Neural networks also allow for the 
selection of areas of objects of a certain class as segments. YOLO neural networks are pre-trained 
to detect 80 classes of objects, but can be further trained to detect objects of other classes.  

The aim of the work is to increase the accuracy of constructing 3D models of objects using the 
photogrammetry method, which is implemented in the proposed information technology by pre-
processing a series of images, namely, by segmenting images using neural networks YOLO and 
highlighting segments of certain classes as object masks. The object of research is the information 
technology for building 3D models using the photogrammetry method. 

2. Related works 

The basics of the photogrammetry method are described in [1]. The photogrammetry method is 
based on mathematical models that describe the geometry of the video camera, the spatial 
arrangement of the objects under study, etc. Both special and household cameras are used to obtain 



photographs of objects. Based on the analysis of a series of photographs, the three-dimensional 
coordinates of points on its surface are determined by the photogrammetry method. 

In work [19] the creation of three-dimensional digital models of heritage sites using laser 
scanning (by LIDAR) and photogrammetry methods is described. It is shown that using laser 
scanning, a triangulation grid of a 3D model with high accuracy and detailed geometry is obtained. 
However, in the case of laser scanning, hidden areas often occur, especially for objects of complex 
shape. Such gaps can be significantly reduced by combining the results of laser scanning and 
photogrammetry. The initial images for the photogrammetry method are obtained by terrestrial 
and unmanned aerial vehicle (UAV) photography. The combination of photogrammetry with laser 
scanning has given good results in constructing three-dimensional models of historical buildings 
with complex architectural and decorative details. High-resolution photographs not only increase 
the accuracy of 3D models, but also improve the quality of textures. At the same time, it is 
important to obtain images of the object under study from all angles, which is possible when using 
a UAV. 

Ways to improve the quality of models constructed using the 3D reconstruction method are 
considered in the study [20]. The importance of obtaining high-quality 3D models for building 
information modeling and city management is described. It is shown that obtaining a series of 
images of buildings using a UAV for the photogrammetry method is economically beneficial. 
Possible defects of models for buildings of complex shape, in which some parts may overlap. To 
improve the quality of building reconstruction, the study proposes a new method of planning the 
UAV trajectory, which involves obtaining images of all surface fragments from different 
viewpoints. Model construction errors were determined through the exact spatial coordinates x, y 
and z of checkpoints and the coordinates of these points obtained by the photogrammetry method. 
It is proposed to increase the accuracy of models by adding viewpoints for areas where larger 
construction errors are observed. 

The modern neural network model SSG2 (Semantic Segmentation Generation 2) for semantic 
image segmentation is considered in work [21]. The peculiarity of the model is that it does not 
operate on separate images, but integrates the results of several images (observations). The SSG2 
model uses a basic ANN with dual-encoder, single-decoder base network augmented with a 
sequence model. Due to the consideration of several similar images, the accuracy of their 
segmentation is increased. The resulting segmented images are used in the photogrammetry 
method and in the analysis of object images. 

The initial images for the photogrammetry method can be obtained as individual frames of the 
video stream. Obtaining important frames (Keyshot) from the video stream is described in research 
[22]. The proposed algorithm allows obtaining important frames even from long video sequences. 

Detection and segmentation of object images using neural networks YOLO (version 8) is 
described in research [15]. Neural networks YOLO are pre-trained on the COCO (Common Objects 
in Context) dataset, which contains over 100,000 images with labeled objects (80 classes). However, 
if necessary, YOLO networks can be trained on their own datasets. After training, the YOLO 
network selects the object under study in the image as a segment. The advantages of YOLO 
networks include high image processing speed and accurate selection of object boundaries, even of 
complex shapes. YOLO allows to detect objects not only in individual images, but also in real-time 
video. The accuracy of segmentation by YOLO networks in most cases exceeds the accuracy of 
known methods of region-based and watersheds [6]. 

The analysis of the reviewed publications confirms the relevance of research related to 
increasing the accuracy of the photogrammetry method using image segmentation by neural 
networks YOLO. 



3. Proposed information technology for building three-dimensional 
models of objects 

An information technology for constructing three-dimensional models of objects using the 
photogrammetry method is proposed, which provides an increase in the accuracy of constructing 
3D models using image segmentation by neural networks YOLO. The information technology uses 
hardware (video cameras, computers and network equipment) and software (a Python program has 
been developed for image segmentation by neural networks YOLO and the formation of masked 
images, the 3DF Zephyr program for constructing 3D models using the photogrammetry method). 

The initial images are written to the array img(i, k, c), where i = 0, ..., M-1; k = 0, ..., N-1, 
c = 0,..., QC; M, N are image height and width (in pixels); QC = 3 is number of color channels (red, 
green, blue) [6]. 

The process of constructing a 3D model includes the following steps: 

1. Reading a series of QIm photos img of the object from the video camera. 
2. Segmentation of images img by neural networks YOLO. 
3. Extraction of masks for segments of the object in the image img. 
4. Calculation of a scaled image of masks mask_sc based on the initial masks, where the scale 

of mask_sc corresponds to the scale of the initial image img. 
5. Dilation of mask_sc with the number of iterations HD, resulting in the calculation of a 

dilated image mask_scD; image dilation [6] is designed to increase the transition region 
between the object and the background. 

6. Filtering mask_scD with a Gaussian filter kernel (standard deviation σHD = HD/3, resulting in 
the calculation of the image mask_scDG. 

7. Obtaining a masked image img_mask by multiplying the initial image img by the 
mask_scDG for all color channels. 

8. Forming a set of initial img and masked img_mask images. 
9. Building a three-dimensional model of the object by photogrammetry based on a set of 

images using the 3DF Zephyr program, saving the 3D model to files (.zep, .ply, Obj 
formats). 

Steps #2-#7 are implemented using the developed software "YOLO_mask_24" in Python. Let's 
consider in more detail the individual steps of building the 3D model. 

Step #2 consists of segmenting the initial images img with a pre-trained neural network 
YOLOv8 (one of the latest versions of YOLO) [15, 16]. The neural network for object segmentation, 
in addition to the object class and the probability (confidence) of its detection, returns the 
coordinates of the object center (x, y) in the image, its width and height, and masks for the object 
segments in the image. It is possible to detect several objects in the image at the same time, the 
network YOLO returns a segment for each detected object. 

Step #6 consists of filtering the mask_scD by convolving it with a Gaussian filter kernel wG (size 
Mw × Nw elements) with standard deviation σHD = HD/3 (HD is the width of the transition region 
between the object and the background, which is formed as a result of dilation) [6]. The filtered 
image mask_scDG with smoothed edges is calculated by the formula 
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(1) 

where i = 0, ..., M-1; k = 0, ..., N-1; c = 0,..., QC; i1 = i – m + mC; k1= k – n – nC; 
M, N are image height and width (in pixels); 
mC is center of the filter kernel in height; nC is center of the filter kernel in width. 
Smoothing the mask edges in the image mask_scDG provides a smooth transition between the 

object and the background. 



The two-dimensional Gaussian function with the standard deviation σHD is used as the filter 
kernel wG, which is described by the formula: 

𝑤𝑤𝐺𝐺(𝑚𝑚,𝑛𝑛) =
1
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where m = 0, ..., Mw-1; n = 0, ..., Nw-1; 
mC is the center of the filter kernel in height; nC is the center of the filter kernel in width. 
The sizes of the filter kernel are calculated taking into account the 3σ rule for the normal 

distribution: Mw = 6 ∙ σHD, Nw = 6 ∙ σHD. 
Step #9 consists in constructing a three-dimensional model of the object using the 

photogrammetry method in the 3DF Zephyr program [2]. The construction of a 3D model of 
objects is performed on the basis of a set of QIR images, which are obtained from different angles 
using one or more video cameras. The positions of keypoints (for example, object boundaries or 
corners) are determined on the obtained images. Image matching consists in matching their 
keypoints. To construct the model, QIS images (from the set of QIR images) are used, for which 
satisfactory matching with other images by keypoints is obtained. Images that are poorly matched 
with others are not used for 3D reconstruction (as this may lead to model defects). 

4. Software implementation of object mask selection 

The software «YOLO_mask_24» for masking images of objects was developed in Python in the 
Google Colab cloud platform using the Jupyter Notebook and the computer vision library 
“OpenCV” [23, 24]. Image segmentation was performed by a convolutional neural network 
YOLOv8 [15] using the “ultralytics” library [17], from which the YOLO class is imported. Neural 
networks YOLO were used, pre-trained on the COCO training set [25]. 

A medium-sized neural network model for object detection is created with the command: 
model = YOLO("yolov8m.pt"), and a model for image segmentation is created with the command: 
model_seg = YOLO("yolov8m-seg.pt"). To increase the accuracy of segmentation (if necessary), the 
size of the neural network model can be increased, but this reduces the performance. 

The method «predict» of the "yolov8m-seg.pt" model receives the initial image img as an input 
parameter, and returns the result in the form of an Ultralytics YOLO Results object, which contains 
information about the predicted masks, coordinates of the bounding boxes, classes and 
probabilities. The program leaves the bounding boxes only for objects of the given class. 

The result of method «predict» is a list of ultralytics.engine.results.Results objects, where each 
object corresponds to one input image. The segmentation results are masks of the segments in the 
image and boxes objects, which contain: 

• cls – object class number. 
• xyxy – coordinates of the rectangular bounding boxes of the segments in the format [x1, y1, 

x2, y2]. 
• conf – object recognition probabilities (Confidence). 

The calculation of the scaled image of the mask_sc based on the initial masks is performed 
using the bicubic interpolation method, namely the «resize» function of the OpenCV library. 
The scale of the mask_sc is equal to the scale of the initial image img, which allows spatially 
selecting arbitrary segments. 

As a result, the dilation of the mask_sc calculates the dilated image of the mask mask_scD. 
The dilation is performed by the distance HD (in pixels), which creates a transition area 
between the object and the background. The dilation is performed programmatically by the 
function «binary_dilation» of the «scipy» library. 



The filtering of the mask_scD with a Gaussian filter kernel is performed by the function 
«gaussian_filter» of the «scipy» library, as a result of which the image mask_scDG with a smooth 
transition between the object mask and the background is calculated. 

5. Results of constructing three-dimensional models of objects 

5.1. Results of constructing a three-dimensional model of an object without 
masking 

In accordance with the proposed information technology (section 3), three-dimensional models of 
an object (bench) were constructed. For this purpose, a set of QIm images img of the object was 
obtained using a video camera (Figure 1). The position and orientation of the video camera were 
chosen so as to obtain an image of the object from all angles. 

Let us consider an example of constructing a three-dimensional model of a bench in the 
integrated 3DF Zephyr software package based on QIR = QIm images without masking. The 
construction of a 3D model (3D Reconstruction) consists in creating: 

1. Sparse Point Cloud. 
2. Dense Point Cloud. 
3. Meshes of polygons. 
4. Textured Meshes. 

In the process of determining the alignment with neighboring images and the orientation of the 
cameras, satisfactory values were obtained for all images, so the 3D model was built on the basis of 
QIS = QIm images. The coefficient of the relative number of images taken into account when 
building the model is equal to kI = QIS/QIR = 1. A high value of QIS and kI ensures a relatively high 
quality of construction of the front part of the bench (Figure 2), however, defects appeared in the 
rear part of the bench (part of the rear supports of the bench are missing) (Figure 3, Figure 4). 

 

 

Figure 1: A fragment of the set of initial images of the object (the set contains QIm = 23 images). 



 

Figure 2: 3D model as a triangulation mesh (Points – 302686, Triangles – 395105) with textures 
after trimming excess details with a rectangular section, blue pyramids indicate the position of the 
camera at the time of image acquisition  

 

Figure 3: 3D model as a triangulation mesh with textures (back of the bench). 



   
 

   

Figure 4: Fragments of the 3D model as a triangulation grid (right and rear parts of the bench), 
approximately 40% of the surface of the rear supports is damaged.  

This result can be explained by the small number of images of the object (bench) and the 
negative impact of background objects that were captured by the frame. Therefore, to increase the 
accuracy of the model, the image set was masked. 

5.2. Results of constructing a three-dimensional model of an object with masking 

Let us consider an example of constructing a three-dimensional model of a bench in the integrated 
software package 3DF Zephyr based on QIR = QIm images (Figure 1) after masking. Image masking 
was performed using the software «YOLO_mask_24». In each image, the neural network YOLO 
selects segments of objects, and for further processing, only segments of a given class (class 
«bench» with number 13) are used (Figure 5). Image masking consists in the fact that all areas of 
the image outside the frame of the studied object are painted over with a uniform color (black) 
(Figure 5b). 



  

a)      b) 
Figure 5: Image of the object highlighted by a frame: a) initial image; b) masked image img_mask; 
nb is object number. 
 

The image of the mask (Figure 6a) is scaled to the size of the original image (Figure 6b). 
Distortions (edge effects) appear on the clear borders of the mask, so around the mask it is possible 
to create a transition area between the object and the background using the dilation method (area 
width HD = 30) and perform smoothing of the transition area with a Gaussian filter (Figure 6b). 
Multiplying the mask image by the original image results a masked image img_mask (Figure 7). 

 

   
a)      b) 

Figure 6: Selection of the mask of the studied object: a) initial mask; b) mask_scDG after scaling, 
dilation to a width of HD=30 pixels and smoothing with a Gaussian filter kernel with σHD=HD/3 = 
= 10 pixels. 

The images processed by masking (Figure 8) were used to build a three-dimensional model of 
the object using the photogrammetry method in the integrated software package 3DF Zephyr [5]. 
In the case of building a three-dimensional model only based on images after masking, some of the 
images are not taken into account by the program 3DF Zephyr (QIS = 17 images with QIR = 23, kI = 
QIS/QIR = 17/23 = 0.739 were selected for building), since in this case it is more difficult to find 
common points between different images. As a result, this leads to deterioration in the quality of 
the model, so building a model only based on images after masking is impractical. This applies to 
both images with clear mask boundaries and images with blurred boundaries (Figure 7). 

 



   
a)      b) 

Figure 7: Image fragments with the img_mask: a) with clear mask boundaries; b) with expanded 
and blurred mask boundaries. 

 

Figure 8: A fragment of the image set of the img_mask object with a clear mask (the set contains 
QIm  = 23 images). 

A significantly better quality of the model is obtained when using simultaneously images 
without a mask (Figure 1) and images with a mask (Figure 8) for its construction. In this case, the 
model is built on the basis of QIR = 2QIm = 46 images. 

At the same time, smaller distortions of the 3D model were obtained in the case of a mask with 
clear boundaries (the coefficient of the relative number of images selected for building the model, kI 
= QIS/QIR = 44/46 = 0.957), since when using a mask with blurred boundaries, distortions occur in 
the transition areas and the accuracy of image matching in the photogrammetry method 
deteriorates. Therefore, the best result was obtained when using simultaneously images without a 
mask and images with a clear mask for building the 3D model (Figure 9, Figure 10, Figure 11). 



 

Figure 9: 3D model as a triangulated mesh (Points - 250 132, Triangles - 331 378) with textures 
after trimming excess details with a rectangular area; images without a mask and images with a 
clear mask were used to build the 3D model. 

 

Figure 10: 3D model as a triangulation mesh with textures (back of the bench). 



   

   

Figure 11: Fragments of the 3D model as a triangulation mesh (right and rear parts of the bench), 
the surfaces of the rear supports are practically not damaged. 

As a result (Figure 11), high quality of all parts of the 3D model was obtained. Thus, by 
constructing an object model using simultaneously images without a mask and images with a 
mask, it was possible to reduce 3D model defects. Due to the absence of extraneous objects on the 
masked images, higher accuracy of constructing 3D models of objects is ensured. Images without a 
mask are required for better matching of different images with each other, since key points of not 
only the object, but also the background are used to match the images. The results of the research 
show that by simultaneously using images without a mask and images with a mask (obtained by 
segmenting the initial set of images), it is possible to increase the accuracy of constructing 3D 
models of objects. 

6. Conclusion 

An information technology for constructing three-dimensional models of objects using the 
photogrammetry method is proposed, which provides an increase in the accuracy of constructing 
3D models due to automatic masking of images. The hardware of the technology consists of video 
cameras, computers and network equipment. The software of the technology consists of a program 
developed in the Python language for forming masked images, the 3DF Zephyr program for 
constructing three-dimensional models using the photogrammetry method. The software 
"YOLO_mask_24" was developed in Python on the cloud platform Google Colab, which is designed 
for segmentation, scaling, dilation, filtering, and masking of object images. Image segmentation is 
performed by a convolutional neural network YOLOv8. 



Three-dimensional object models (benches) were constructed using the 3DF Zephyr program 
based on QIR = 23 images without masking using the photogrammetry method. All QIS = 23 images 
were used for construction. Sparse Point Cloud, Dense Point Cloud, Meshes and Textured Meshes 
were created. The created model contains 302686 Points, 395105 Triangles. The accuracy of most of 
the object model is satisfactory, however, defects appeared in the rear part of the model. Part of the 
rear supports of the bench is missing, approximately 40% of the surface of the rear supports is 
damaged. 

It was found that building models using photogrammetry only on the basis of masked images 
leads to significant model defects, since in this case the images are poorly combined with each 
other at key points and only QIS = 17 images from QIR = 23 images (relative image number 
coefficient kI = 0.739) are used to build the 3D model. This applies to both images with clear mask 
boundaries and images with blurred boundaries. 

The novelty of the work is the simultaneous use of images of objects without masking and with 
masking to build their three-dimensional models using the photogrammetry method. To verify this 
approach, three-dimensional object models (benches) were built using the 3DF Zephyr program 
based on QIR = 46 images without masking and with masking. All QIS = 44 images were used for 
construction (relative image number coefficient kI = 0.957). The created model contains 250132 
Points, 331 378 Triangles. High accuracy was obtained for all parts of the 3D model.  

The accuracy of constructing three-dimensional models of objects using the photogrammetry 
method has been improved, therefore the goal of the work has been achieved. It has been shown 
that the use of artificial neural networks YOLO allows to automate image masking for the 
photogrammetry method, increase the accuracy and speed of image processing, and obtain more 
accurate and detailed 3D models. The resulting 3D models of objects are used, in particular, in 
three-dimensional computer graphics, virtual and augmented reality systems, reverse engineering. 
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