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Abstract
This paper  presents  a  comprehensive study on the efficacy of  a  novel  hybrid  LSTM-CNN model  for 
detecting cyberbullying in online social media text. The study evaluates the performance of the proposed  
model against traditional machine learning classifiers including SVM, Random Forest, and Decision Trees, 
using metrics such as accuracy, precision, recall,  F-score, and AUC-ROC. The proposed hybrid model 
integrates the contextual processing capabilities of Long Short-Term Memory networks with the feature 
extraction proficiency of  Convolutional  Neural  Networks,  aiming to  capture both the  sequential  and 
spatial dimensions of textual data. Results from the experiments demonstrate that the LSTM-CNN model  
significantly outperforms conventional  classifiers,  achieving high scores across all  evaluation metrics.  
Additionally,  ROC  curve  analyses  further  affirm  the  model's  superior  sensitivity  and  specificity  in  
distinguishing  between  cyberbullying  and  non-cyberbullying  instances.  This  research  highlights  the 
potential of deep learning approaches in enhancing the detection of cyberbullying, proposing a powerful 
tool for social media platforms to mitigate online harassment effectively. The findings also discuss the 
implications  of  deploying  such  advanced  detection  systems,  considering  the  ethical  dimensions  of  
surveillance  and  privacy.  Future  directions  include  adapting  the  model  to  handle  diverse  linguistic  
contexts and exploring the integration of user feedback to refine classification accuracy. This study sets a 
precedent for the development of more sophisticated, context-aware technologies in the realm of digital  
safety and online community management.
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1. Introduction

In  the  digital  era,  online  social  media  platforms  serve  as  primary  venues  for  interpersonal 
interaction, information exchange, and community building. However, these platforms also present 
a darker side, characterized by cyberbullying—an insidious phenomenon that can have profound 
psychological  impacts  on  individuals.  Cyberbullying  involves  the  use  of  digital  media  to 
communicate false, embarrassing, or hostile information about another person, and it is a growing 
issue in online environments. Given the rapid expansion of online interactions and the consequent 
rise in cyberbullying incidents,  developing effective automated mechanisms for  its  detection is 
critically important to safeguard users and promote a healthier digital communication space.

Traditional methods for detecting cyberbullying have relied heavily on manual monitoring and 
reporting systems, which are not only labor-intensive but also inefficient, given the vast amount of 
data generated daily on social platforms. With the advancement of machine learning techniques, 
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research  has  pivoted  towards  automatic  cyberbullying  detection  using  various  computational 
approaches.  Among these,  deep  learning  models  have  shown significant  promise  due  to  their 
ability to learn complex patterns and features from large datasets without explicit programming for 
feature extraction.

Recently, Long Short-Term Memory (LSTM) networks, a type of recurrent neural network, have 
been employed to capture the temporal dependencies of words in textual data, which is essential  
for understanding the context and nuances of language that may indicate bullying behavior [1]. 
Concurrently, Convolutional Neural Networks (CNNs) have been effectively used to detect patterns 
within  data  and  have  shown  considerable  success  in  natural  language  processing  tasks  by 
capturing local features through their hierarchical structure of layers [2].

Building  on  these  foundations,  we  propose  a  hybrid  LSTM-CNN model  that  leverages  the 
strengths of both architectures. The LSTM component is designed to understand the long-term 
dependencies  within  the  text,  essential  for  grasping  the  context  in  which  potentially  harmful 
messages  are  conveyed.  In  contrast,  the  CNN  component  focuses  on  extracting  local  textual 
features  that  could  indicate  aggressive  or  bullying  content,  such  as  specific  phrases  or  word 
patterns. This hybrid approach aims to combine the contextual awareness provided by LSTMs with 
the  feature  extraction capabilities  of  CNNs,  potentially  leading to  a  more robust  and accurate 
detection system.

Several  studies  have  underscored the  effectiveness  of  hybrid  models  in  various  domains  of  
sentiment  analysis  and  text  classification,  suggesting  their  applicability  and  potential  superior 
performance in cyberbullying detection [3]. Moreover, the need for sophisticated models in this 
domain is supported by the increasing complexity of cyberbullying tactics, which often involve 
subtle cues and context-specific language that simpler models might overlook [4]. The proposed 
model also addresses some of the limitations noted in previous studies, such as the handling of  
imbalanced data  and the adaptation to  new,  evolving forms of  cyberbullying,  which can vary 
significantly across different social media platforms [5].

In addition to enhancing detection accuracy, this research contributes to the broader discourse 
on online safety and digital  ethics.  As cyberbullying evolves and becomes more pervasive,  the 
technological responses must also advance [6]. By implementing a hybrid deep learning model, this 
study aligns with the ongoing efforts to create safer online environments,  reflecting an ethical  
commitment to  combat  online harassment proactively [7].  Furthermore,  this  work extends the 
existing  literature  by  not  only  providing  a  technical  solution  but  also  by  considering  the 
implications  of  such  technologies  in  real-world  applications,  where  the  balance  between 
surveillance and privacy must be carefully managed [8].

Thus,  this  paper  not  only  introduces  a  novel  technological  framework  for  cyberbullying 
detection  but  also  engages  with  the  larger  ethical  and  practical  challenges  that  arise  in  the 
moderation of online spaces, aiming to contribute to a safer and more inclusive digital future.

2. Related works

The detection of cyberbullying in online social media has been an active area of research, evolving  
through various computational approaches. Initial studies predominantly focused on simple text 
classification  techniques,  using  predefined  lists  of  offensive  words  or  phrases  as  indicators  of  
bullying behavior.  However,  these  methods often failed  to  capture  the  subtleties  and context-
specific nuances inherent in cyberbullying incidents, leading to high rates of false positives and 
negatives [9-11].

The emergence of deep learning models marked a significant turning point in cyberbullying 
detection.  Convolutional  Neural  Networks (CNNs),  initially renowned for their  performance in 
image recognition tasks, were adapted for text analysis, showing promising results in capturing 
local and temporal features within large datasets [12]. Their ability to automatically detect intricate 
patterns in data without the need for manual feature selection made them particularly appealing 
for analyzing the complex and often ambiguous data associated with online interactions [13].



Hybrid models, combining the strengths of CNNs and LSTMs, began to emerge, addressing 
both local feature extraction and sequence learning. These models showed enhanced performance 
in various NLP tasks and started to be applied in the cyberbullying detection domain. For instance,  
a  study  by  [15]  demonstrated  that  a  hybrid  LSTM-CNN  model  outperformed  its  individual 
components in detecting offensive language in online platforms, suggesting the potential of hybrid 
models in more accurately identifying complex cyberbullying patterns.

Recent  works  have  also  considered  the  integration  of  user  feedback  into  cyberbullying 
detection systems,  allowing for more dynamic and responsive models.  This approach not only 
improves  the  accuracy  of  detection  over  time  but  also  empowers  users,  making  them  active 
participants in the moderation process [16-19].

In  summary,  the  field  of  cyberbullying  detection  has  grown  from  simple  heuristic-based 
methods to complex deep learning models. Current trends indicate a move towards more adaptive,  
ethical, and user-inclusive approaches as researchers continue to tackle both the technological and 
social challenges posed by cyberbullying in digital communication spaces [20].

3. Materials and methods

In this section, we delineate the systematic approach employed to assess the effectiveness of the 
proposed  LSTM-CNN hybrid  model  for  cyberbullying  detection  within  social  media  text.  This 
section is structured to provide a detailed account of the data collection process, the preprocessing 
steps undertaken to prepare the dataset for analysis, the specific architectural details of the LSTM-
CNN model, and the comparative evaluation metrics used to benchmark its performance against  
traditional machine learning classifiers. 

Moreover,  we  describe  the  experimental  setup,  including  software  and  hardware 
configurations,  to  ensure reproducibility of  results  and clarity in methodological  execution.  By 
meticulously outlining each step of our methodological framework, we aim to offer transparency 
and enable other researchers in the field to replicate or extend our findings. This comprehensive 
description serves not only as a blueprint for conducting similar studies but also as a foundation for 
advancing  the  research  on  automated  systems  for  monitoring  and  intervening  in  cases  of 
cyberbullying on digital platforms.

3.1. Flowchart of the system

The provided flowchart illustrates a comprehensive system architecture for cyberbullying detection 
on social media platforms using a variety of machine learning techniques. The system is segmented 
into several  key components:  data preprocessing, feature extraction, word embedding, machine 
learning classifiers, and comparative analysis.

Data Preprocessing

The prototype database for the specified system was created by an analysis of 215 English-language 
Twitter accounts, comprising a total of 200,000 tweets, of which more than 4,000 tweets underwent  
thorough  investigation. Analysis  identified 583 English-language tweets displaying traits of  the 
harmful strategy termed “cyberbullying.” Electronic verbal bullying was primarily noted in posts 
by adolescents aged 11-17 and young adults aged 18-35. Teenage cyberbullying generally involves 
gangs,  whereas  electronic  bullying  among  adolescents  adheres  to  a  "one  bully  –  one  victim" 
paradigm.



Figure 1: Flowchart of the research.

Feature Extraction

Following  preprocessing,  the  system  extracts  relevant  features  from  the  text  data.  This  is 
accomplished through several methods:

 TF-IDF  (Term Frequency-Inverse  Document  Frequency):  This  technique  evaluates  how 
important a word is to a document within a large corpus. Unlike simple term frequency 
counts, it considers word frequency across multiple documents to adjust for words that are 
generally common [21].

 BOW (Bag of Words): This method creates a set of vectors representing the frequency of 
words within the document. It simplifies text data by converting it into numerical form 
[22-24].

 Statistics:  Additional  statistical  features  might  include  word  count,  sentence  length, 
punctuation usage, and other text characteristics that could indicate cyberbullying patterns 
[25-26].

Word Embedding
Word  embedding  is  a  crucial  step  where  words  are  converted  into  vectors  of  real  numbers, 
capturing  the  semantic  relationships  between  words.  This  approach  allows  the  model  to 
understand and process the text data in a more nuanced manner, facilitating better performance in 
downstream tasks like classification.

Machine Learning Classifiers
The system utilizes a combination of traditional machine learning classifiers and advanced deep 
learning models to classify text data:

 Traditional Classifiers:
o RF  (Random  Forest):  A  robust  ensemble  learning  method  that  uses  multiple 

decision trees to improve classification accuracy.
o SVM (Support Vector Machine): Effective for high-dimensional spaces, SVM is used 

for classification and regression challenges.
o XGBoost: A gradient boosting framework that is renowned for its performance and 

speed in classification tasks.



 Deep Learning Classifiers:
o LSTM (Long Short-Term Memory): Well-suited for sequences such as sentences, 

LSTMs can capture temporal dependencies and context within the text.
o CNN (Convolutional Neural Network): Originally designed for image processing, 

CNNs have been adapted for NLP to detect patterns in text.
o LSTM-CNN Hybrid: Combining LSTM and CNN to harness both temporal context 

and local textual features for improved cyberbullying detection.

Comparative Analysis
The final stage involves a comparative analysis where the performance of various classifiers is 

evaluated  and analyzed.  This  step  helps  determine  the  most  effective  approach under  specific 
conditions and contributes to continuous improvement of the detection system.

Each component of the proposed system is intricately linked to facilitate a robust and effective  
solution  to  detect  cyberbullying  on  social  media,  ensuring  that  the  classification  results  are 
accurate and reliable. This architecture not only highlights the integration of multiple machine 
learning techniques but also showcases the potential of hybrid models in tackling complex social  
issues like cyberbullying.

3.2. Proposed model

The  architecture  of  the  proposed  hybrid  LSTM-CNN network  is  specifically  designed  for  text 
classification, with a focus on detecting suicidal ideation in textual content. This model effectively  
integrates the capabilities of Long Short-Term Memory (LSTM) [27] networks and Convolutional 
Neural Networks (CNN) [28], enhancing both sequence processing and feature extraction.

Figure 2: Architecture of the proposed model.

Input Layer. The network begins with an input layer, which receives textual data broken down 
into sequences of words or tokens. This layer is essential for capturing the raw textual input that 
will be processed by subsequent layers.

LSTM Layer. Following the input layer, the data progresses through an LSTM layer. The LSTM's 
ability to maintain a memory of previous inputs through its internal states and gates enables it to 
capture temporal relationships within the text. This characteristic is crucial for comprehending the 
context  and  emotional  nuances  in  language,  which  are  vital  for  identifying  signs  of  suicidal 
ideation.

ht=ot ∘ tanh (ct ) (1)



where

ot=σ (W o xt+U oht−1+bo) (2)

ct=f t ∘c t−1+it ∘U t (3)

where

f t=σ (W f xt+U f ht−1+bf ) (4)

Adding Dropout Layer. To prevent overfitting, a dropout layer is applied after the LSTM layer. This 
regularization technique randomly excludes a subset of neurons during training, enhancing the 
model's ability to generalize to unseen data.
Convolutional Layer. The LSTM outputs are then fed into a convolutional layer, which extracts 
local feature patterns. This step is pivotal for identifying phrases or specific word combinations 
that are significant in signaling suicidal thoughts.

Conv (ht )=Re LU (W c∗ht+bc ) (5)

ReLU Activation.  The ReLU activation function introduces non-linearity into the convolutional 
outputs,  facilitating  the  learning  of  complex  patterns  and  addressing  the  vanishing  gradient 
problem.

Re LU (x )=max (0 , x ) (6)

Pooling Layer. A max pooling layer follows, reducing the dimensionality of the feature map to 
emphasize the most salient features, thereby decreasing computational requirements.

Flatten Layer. The pooled feature map is flattened into a one-dimensional vector, preparing it  
for classification.

Softmax Layer. The flattened vector is processed through a softmax layer, which outputs the 
probabilities  of  each  class,  enabling  the  classification  of  the  input  as  Cyberbullying  or  'Non-
Cyberbullying.

Softmax (xi)=
e
xi

∑ j
e
x j

(7)

Finally, the output layer categorizes the input based on the softmax probabilities, determining 
the presence of suicidal ideation.

Output=argmax (Softmax (x )) (8)

This hybrid architecture is uniquely suited for the detection task at hand, leveraging both the 
sequential nature of LSTM networks and the pattern recognition capabilities of CNNs to identify 



critical  emotional  states  indicative  of  suicidal  thoughts.  The  integration  of  these  technologies 
reflects  a  deep  understanding  of  both  the  psychological  and  linguistic  elements  necessary  for  
addressing this sensitive and complex issue.

4. Experiment results

The left panel of Figure 3 displays ROC curves for multiple classifiers, including Support Vector  
Machine  (SVM),  Random Forest  (RF),  Decision  Tree  (DT),  Logistic  Regression  (LR),  k-Nearest 
Neighbors (KNN), and Naive Bayes (NB). Each curve represents the trade-off between sensitivity 
and specificity for a different classifier, with the area under the curve (AUC) providing a single 
measure of overall performance.
The SVM classifier shows the highest AUC, indicating it  has the best performance in terms of 
distinguishing between cyberbullying and non-cyberbullying classes.  The Naive Bayes classifier 
exhibits the lowest AUC, suggesting it performs poorly in comparison to other models.

The right panel focuses on a single ROC curve for an unspecified model, likely representing an 
aggregate or an optimal model derived from tuning or combining previous models. This curve is  
significantly closer to the top-left corner of the plot than any individual classifier in the left panel,  
indicating a superior sensitivity-specificity balance. The baseline (dotted line) represents a random 
guess,  with  an  AUC  of  0.50.  The  substantial  deviation  of  the  ROC  curve  from  the  baseline 
demonstrates the model's effective capability in classifying the target conditions far better than 
chance.

Figure 3: AUC-ROC curve results.

These ROC curves are essential for evaluating the effectiveness of different classifiers in the task 
of  cyberbullying  detection.  The  clear  visual  comparison  facilitates  an  understanding  of  which 
models  are  more  successful  at  balancing  true  positive  and  false  positive  rates,  an  important  
consideration  when  implementing  practical  solutions  to  mitigate  cyberbullying  on  digital 
platforms.

Table  1  offers  a  detailed  comparison  between  the  proposed  LSTM-CNN model  and  several 
traditional  machine  learning  methods  regarding  their  performance  in  cyberbullying  detection 
tasks. The evaluation metrics utilized in this comparison include Accuracy, Precision, Recall, F-
score,  and  AUC-ROC.  These  metrics  are  essential  for  assessing  the  overall  effectiveness  and 
reliability  of  each  model  in  classifying  and  predicting  cyberbullying  instances  accurately.  The 
proposed LSTM-CNN model exhibits exceptional performance across all metrics, demonstrating a 
superior capability in both detecting cyberbullying and minimizing false classifications. It achieves 
an accuracy of 97.52%, precision of 96.87%, recall of 98.96%, F-score of 98.28%, and AUC-ROC of  
98.67%, indicating its robustness and high reliability in handling complex patterns and nuances in 
textual data that are indicative of cyberbullying.



Table 1
Comparison of the proposed model with classical machine learning methods

In contrast, the classical machine learning methods, namely Random Forest and Decision Tree 
models, configured with various features, show markedly lower performance metrics. For instance, 
the basic Random Forest model using statistical features yields an accuracy of 58.46% and an AUC-
ROC of 57.64%. Enhancements to this model through the inclusion of TF-IDF and LIWC features 
only marginally improve its  performance,  with the best  configuration reaching an accuracy of 
59.92% and  an  AUC-ROC of  59.34%.  Decision  Tree  models  exhibit  a  similar  trend,  where  the 
addition of TF-IDF and LIWC slightly boosts performance; however, these improvements remain 
insufficient,  particularly  when compared  to  the  high  efficacy  of  the  LSTM-CNN model.  These 
results underscore the limitations of traditional tree-based classifiers in dealing with the intricate 
and  contextual  nature  of  textual  data  in  cyberbullying,  thereby  highlighting  the  advanced 
capability  of  the  LSTM-CNN  hybrid  approach  in  accurately  parsing  and  classifying  complex 
linguistic structures associated with aggressive online behavior.

5. Discussion and conclusion 

The results of this study underscore the critical advancements and performance disparities among 
various  machine  learning  techniques  in  the  detection  of  cyberbullying  across  social  media 
platforms. The proposed LSTM-CNN hybrid model significantly outperforms traditional machine 
learning classifiers as demonstrated in the results section, achieving exceptionally high accuracy, 
precision, recall, F-score, and AUC-ROC values. This superior performance can be attributed to the 
model's ability to efficiently capture and integrate both the contextual and local textual features 
that are often indicative of cyberbullying.

Traditional classifiers, including SVM, Random Forest, and Decision Trees, while useful in many 
predictive  modeling scenarios,  exhibit  limitations  in  handling the nuances  and complexities  of 
natural language processing involved in cyberbullying detection. These models typically require 
extensive feature engineering and may fail to capture the sequential and contextual dependencies 
crucial  for  accurately  classifying text  data  related to  cyberbullying.  The SVM model,  although 
performing better than other traditional classifiers, still falls short compared to the hybrid LSTM-
CNN  model.  This  discrepancy  highlights  the  importance  of  using  advanced  deep  learning 

Non-English 
or Math

Feature Accuracy Precision Recall F-score
AUC-
ROC

Proposed 
LSTM-CNN

- 0.9752 0.9687 0.9896 0.9828 0.9867

Random 
Forest

Statistic 0.5846 0.5728 0.5828 0.5710 0.5764

Decision Tree Statistic + TFIDF 0.5972 0.5946 0.5916 0.5934 0.5908

KNN
Statistic + TFIDF 

+ LIWC
0.5992 0.5987 0.5972 0.5929 0.5934

Naïve Bayes Statistic 0.5629 0.5687 0.5638 0.5618 0.5607

Logistic 
Regression

Statistic + TFIDF 0.5793 0.5781 0.5719 0.5764 0.5718

Support 
Vector 

Machines

Statistic + TFIDF 
+ LIWC

0.5892 0.5875 0.5816 0.5817 0.5871



techniques that inherently understand the sequence of data without the need for manual feature  
extraction.

The  ROC  curve  analysis  further  illustrates  the  robustness  of  the  LSTM-CNN  model  in 
distinguishing between cyberbullying and non-cyberbullying instances. With an AUC close to 1, 
the  model  demonstrates  excellent  sensitivity  and  specificity,  reducing  the  likelihood  of  false 
positives  and  negatives,  which  are  critical  in  applications  where  the  correct  identification  of 
cyberbullying can have significant social and psychological implications.

In conclusion, the findings from this study advocate for the adoption of hybrid deep learning 
models in the detection of cyberbullying, owing to their superior performance and ability to handle 
the linguistic and contextual complexities of human communication. Future research could explore 
the integration of more granular linguistic features and the adaptation of these models to diverse 
linguistic and cultural contexts to further enhance their applicability and effectiveness in global  
online environments.
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