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Abstract
The vast amount of historical knowledge embedded in medieval notarial documents remains largely inaccessible
without modern computational methods. This paper presents a new methodology for annotating and extracting
information from these documents using semantic web technologies, such as RDF, Shape Expressions (ShEx),
and SPARQL. By replacing traditional XML-based workflows with a flexible RDF-based ontology, we aim to
provide historians with a more powerful and efficient tool for data extraction and analysis. This approach not
only facilitates the replication of previous research but also enables the formulation of new research questions,
offering insights that were previously unattainable. Additionally, the extracted information will populate a
knowledge graph, allowing historians to explore legal and economic structures of the past with greater precision
and interconnectedness. Our proposal bridges the gap between historians with limited technical expertise and
computer scientists, fostering a collaborative approach to the study of historical documents and the broader field
of digital humanities.
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1. Introduction

Computer science has played a crucial role in the development of various fields of human knowledge.
History is no exception, with the computer playing a crucial role[1], first as a mere tool to facilitate
traditional process, then putting its calculation power to work in data analysis and, more recently,
applying the new technologies in what has come to be known as digital humanities.

In this context, the DocuLab research group1 from the University of Oviedo has been applying
computer science to the study of historical documents by means of different XML-based technologies[2]
to annotate and extract information, with a focus on medieval notarial documents.

This research group is currently collaborating with the WESO research group 2 from the same insti-
tution to improve their technological stack[3] and find new ways to improve their research capabilities
and knowledge management[4]. The main contribution of this position paper is the proposal of a new
methodology, based on semantic technologies, that will allow extracting and analyzing the knowledge
currently trapped in historical documents.

Ourmethodology advances the state of the art in analyzingmedieval notarial documents by addressing
key limitations in current approaches. It leverages Shape Expressions (ShEx)[5], a schema language to
validate RDF, SPARQL for improved cross-referenced querying, and introduces a reusable ontology
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specifically designed for medieval notarial documents. These innovations enable historians to explore
interconnected legal, social, and economic data more comprehensively, enhancing both the depth and
breadth of historical analysis. The approach is adaptable for different document types and extendable to
broader domains within historical document analysis, filling a gap in existing semantic web ontologies.

2. Related work

The application of semantic technology to create corpuses of historical texts, making their information,
a part of our collective cultural heritage, accessible and manageable is not unheard of[6] [7][8][9].

Early in this century we can find examples of the semantic web being used to make the information
in historical documents accessible and searchable. Such examples can include the Europeana[10]
and Orlando[11] projects, that use RDF to represent the information in their datasets, and the LODE
framework[12], which allows to process manuscripts, annotate them using RDF and provide tools to
explore and enrich the content. More recently, we find efforts to help preserve and analyze the tragic
events of the holocaust[13].

There also exists several proposals to create ontologies to represent cultural heritage information,
which may include CIDOC-CRM[14], PROV-O[15] or FRBR[16], each of them centered on different
aspects of the information.

The Pelagios Network is also worth mentioning[17], as it groups together several partners that work
on the research and use of historical data. Among the activities of the network, we can find the semantic
annotation of texts to explore and link information, in a wide range of topics, ranging from World War
II testimonies to medieval sea charts3.

Another recent example of semantic technologies applied to the study of history is the Warsampo
project[18]. Information from Finnish World War II documents is extracted and semantically analyzed
in order to populate a knowledge graph[19]. This provides a useful tool that allows researchers to study
wartime history as a succession of events on which diverse actors participate. This research group
has also developed other similar projects, regarding legislation [20], parliamentary activity[21] and
archaeology[22].

3. Methodology

In figure 1 we can see the current workflow when analyzing the documents. They are transcribed
and marked manually, using a TEI inspired[23] XML format, and then are validated using an XML
Schema[24]. XPATH queries[25] are used to extract the information from the XML files and answer
research questions.

This semi-manual technique allows historians to perform information extraction and analysis that
would be almost impossible to do traditionally. Nonetheless, this approach shows some limitations. The
TEI specification, although suitable for a wide range of texts, lacks some characteristics desirable in
paleography and diplomatics. Furthermore, the necessity of manual transcription by domain experts
limits the potential corpus size.

Therefore, we propose a new methodology, based on well established and standardized semantic
technologies, that can be summarized by figure 2.

The TEI-based markup will be replaced by a more flexible and powerful RDF alternative[26] using a
custom ontology designed using the Neon Project methodology[27].

The transition to RDF will allow, not only to enrich the existing texts and identify key pieces of
information, but also to create a web of links between the data, a knowledge graph (KG). Therefore,
we will have a tool to represent the different pieces of knowledge and their connections, offering a
more precise depiction of reality and its complexity. Plus, the use of RDF will ease the publishing of
that knowledge as Linked Open Data, to be used and combined with other available information by the
research community.
3Available here: https://pelagios.org/case-studies/
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Figure 1: Original workflow using XML-based technologies

Figure 2: Proposed workflow using semantic technologies

The necessity of a custom ontology is justified by the lack of a suitable alternative for the domain.
There are several generalist representations for historical documents (like the TEI specification itself)
but none provides the level of detail and expressivity needed for the domain.

As an example of this, consider the following phrase:

Who ever he were, be he cursed by thy Lord and with Judas condemned to the pits of hell

There is no ontology that allows us to express that this is a penal clause, of spiritual type, that can be
located in any part of the document (notaries often forgot clauses and added them at the end of the
contract). And similar examples of really specific scenarios can be found all around these documents.



This is why we are working on building a custom ontology. The choice of NeOn as a methodology is
not accidental, as it provides a scenario based framework, with common ontology design patters. It
contains phases with processes and activities for the creation, maintenance and expansion of ontologies,
plus methods for reusing and incorporating elements from already existing ontologies (such as those
mentioned in 2).

The validation will be performed using Shape Expressions. Even though ontologies tell how the
information should be represented, via the structure of classes and properties, they lack the depth
necessary to express every schema feature in a KG. SheEx solve this problem, as they can serve as a
tool for both validating and modeling the KG.

SPARQL queries[28] will serve as the tool for information extraction, providing a query language
capable of linking different data types with a higher expressivity level than XPATH. It is also a powerful
tool to deal with both geo-spacial[29] and temporal uncertainty, very common in historical contexts.

Even though the transition to these technologies is considerable leap forward, there is a remarkable
downside: usability. The learning curve for XML, XSD and XPATH was not so stiff, and the technical
barrier could be overcome by many historians, specially those who are digital natives, provided some
training. However, RDF, ShEx and SPARQL are not so accessible, specially when taking into account
knowledge graphs. It will be therefore necessary to create user-friendly tools for history researchers to
be able to use the proposed.

In order to evaluate the proposed methodology, the research already performed by DocuLab is
replicated, using the new tools and techniques. We are aiming at, not only obtaining the same results,
but also at improving them and being able to answer new research questions, impossible to answer
previously.

4. Discussion and future work

Currently, much remains to be accomplished. We are defining the model to start working in both the
ontology and the RDF representation.

Once that is done, two main tasks would remain. On the one hand, the definition of the competency
questions necessary to evaluate the methodology, using research previously conducted by Doculab as
a starting point. Then, the definition of new and interesting questions to be answered, alongside our
historian colleges.

On the other hand, we would work towards creating a knowledge graph with the extracted informa-
tion. We would take the Warsampo project as a reference, aiming at providing a useful tool for other
researchers to access usable information.

5. Conclusion

As previously stated, historical knowledge is in many cases trapped inside paper, with great potential to
be unlocked. We are aiming at unlocking that knowledge, focusing on notarial documents, which can
provide useful insights about the legal and economic landscape of the past. In addition, the creation of
a knowledge graph will provide a powerful tool for the study of this section of history, allowing for a
better access to information and facilitating its analysis.

Plus, with this project we intend to provide resources and tools for two types of people: the historians
that lack the technical knowledge to create these kinds of tools by themselves and the computer scientists
that might discover a new field of interest.
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