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Abstract
This paper presents an experiment that evaluates the effectiveness of two different Named Entity Recognition
(NER) tools at extracting entities directly from the output of an Optical Character Recognition (OCR) workflow.
The authors initially developed a test dataset comprising both raw and corrected OCR outputs, which were
manually annotated with tags for Person, Location, and Organisation. Subsequently, they applied each NER tool
to both the raw and corrected OCR outputs, evaluating their performance by comparing the precision, recall, and
F1 scores against the manually annotated data.
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1. Introduction

In the field of Natural Language Processing (NLP), Named Entity Recognition (NER) is an essential
task that facilitates extraction of structured data from unstructured text [1]. This function is especially
beneficial when processing text acquired through Optical Character Recognition (OCR), which trans-
forms digitised documents into editable and searchable formats [2]. Nevertheless, OCR-generated text
frequently includes noise and errors due to recognition inaccuracies, presenting distinct challenges for
NER systems.

One of the applications in which OCR and NER technologies commonly meet is in the context of
digitalisation, where large amounts of text are produced through the OCR process, and information is to
be extracted from the body of unstructured text. ”Themenportal zur Wiedergutmachung nationalsozialis-
tischen Unrechts” 1 [Thematic Portal for Compensation of National Socialist Injustice] is a digitalisation
project that aims to create an information system for contextualisation of historical knowledge derived
from collections of documents, records, and materials directly linked to the compensation process for
the atrocities of the National Socialist regime in Germany. The first step in this digitalisation initiative
is converting document images collected from archives across Germany, into machine-readable formats,
through Text Recognition technologies [3]. The workflow then involves extracting information from
the OCR text, designing and populating ontologies [4, 5], and linking the extracted entities with external
sources to build the “Wiedergutmachung Knowledge Graph”. As part of the information extraction
pipeline for this project, Named Entity Recognition is considered a powerful tool, for identification of
entities within vast amounts of unstructured or semi-structured data (e.g. tables and forms), either as
a stand-alone tool or in combination with other methods such as regular expressions or end-to-end
information extraction with LLMs, to increase reliability and confidence in the output.

Despite advances in both OCR and NER technologies, the combination of these two techniques
remains a complex and evolving area of research. By assessing the impacts of OCR noise on NER and
comparing the performance of two different NER tools on OCR text, this study aims to contribute
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to the goal of making vast amounts of noisy textual data more accessible. This assessment is only
possible through the creation of gold standard datasets. In this work, we present two openly available
datasets from the collection of Wiedergutmachung documents, manually annotated with the most
commonly used NER tags. Moreover, we compare two open-source NER models, a general model and a
domain-specific one, to provide insights and discussions on the efficacy of these tools for NER with
noisy OCR textin a prticular domain. In Section 2, a brief overview of similar attempts to assess NER
quality on OCR generated text is provided. Section 3 introduces the two datasets and the NER tools
with which the experiments have been conducted. Section 4 presents the results and a comparison
between the two models and across different tags, with noisy and clean transcripts. Section 5 concludes
the paper by emphasising the discussion points and proposing future directions for the combination of
OCR and NER techniques.

2. Related Work

Named Entity Recognition (NER) tries to identify words and expressions that belong to particular
categories of Named Entities. Most commonly the categories include names of persons, location and
organisation. Identifying Named Entities can help with finding specific documents in collections[6].

Optical Character Recognition (OCR) systems transcribe pictures and scans of text documents. Due
to different factors such as bad quality of digitisation, or special fonts that cannot be easily recognised
by OCR engines, OCR- generated texts often contain errors, that can potentially have a negative impact
on the output of NER. This challenge has been studied and addressed by many researchers [7]. In [8]
the authors tested different tools of extracting person names from historical OCRed documents. When
comparing with hand annotated texts they found that OCR mistakes in word order had a bigger impact
in NER results than character recognition errors. Rodriquez et al. [2] compared NER tools on OCRed text
of historical Holocaust related documents from the European Holocaust Reasearch Infrastructure (EHRI
documents), which include among others newspaper articles, victim testimonies and diplomatic reports.
They noted that the correction of the OCR text does not increase the performance of their NER tools
by a significant amount. Ruokolainen et al. [9] trained two NER-models on OCRed Finnish language
newspaper text. Evaluation results show F1-scores above 0.72 for Location and Person tags. To increase
the score for Organisation tags, a nested entity approach was used which resulted in an F1-score of 0.44.
Koudoro-Parfait et al. [10] tested the impact of different OCR systems on NER evaluation of french
novels. They found a negative correlation between OCR quality and NER quality, but missing blank
spaces, faulty first characters, and wrong word order are the OCR errors of the greatest impact. Hamdi
et al. [7] studied five types of OCR errors and their impact on the performance of NER. They found that
segmentation errors (wrong word order) and errors in the first character had a strong impact on the
performance of NER.

Recent advances in NER have led to the development of systems that are pre-trained on large amounts
of contemporary datasets and are ready for use in various languages [11, 12]. These tools leverage
state-of-the-art techniques, including Transformer-based models and deep learning architectures, to
enhance their performance across different linguistic contexts [13]. Two examples for such NER tools
are described in more details below.

Flair [14] proposes a solution to challenges and problems with contextualised embeddings of words
by using a simple, unified interface for word embeddings. Flair also provides pre-trained models for
different languages and use-cases, including the NER-tagger for German language.

European Holocaust Research Infrastructure (EHRI) has recently developed a single multilingual NER
model from a multilingual dataset of Holocaust related documents. With this dataset, the multilingual
Transformer-based masked language model XML-RoBERTa-large has been fine-tuned. The EHRI-NER
model performs well on Holocaust specific datasets with an F1-score above 0.80 [15].

In this study we will use these two pre-trained NER systems mentioned above for our experiments
on historical data from Germany between 1950s and 1980s.



3. Datasets and Experiments

The dataset used in this work consists of text files acquired with Optical Character Recognition (OCR)
from one of the document collections of the Wiedergutmachung project. This collection, called “Bun-
deszentalkartei” [Central Federal Index for Compensation] or BZK in short, is a central card file of most
of applications for compensation in the Federal Republic of Germany. These card files are in the form
of pre-printed index cards, filled in either by typewriter or by hand.

The dataset collected for the evaluation consists of the OCR transcripts from 135 documents from
the BZK collection, here referred to as BZK, and the manually corrected version of the same OCR
transcripts, here referred to as BZK-GT. Both datasetes are collected such that they do not fall under
strict data privacy restrictions and are therefore, openly available 2. A Transformer-based OCR model
from Transkribus 3, called TextTitan, has been used for text recognition, since the documents contain
a mix of machine-printed and handwritten text, and Transformer-based OCR models have shown to
perform well on documents with multiple text types [16, 17].

Both BZK and BZK-GT datasets have been manually annotated with entity labels by one annotator.
Before the manual annotation, the documents were tokenised as follows: First, all the dots and space
characters that occur more than three times were discarded and replaced “/” with a space character. We
also replaced abbreviations (e.g. geb. for geboren, str. for straße, verst. for verstorben) with their full
form for better readability and recognition by the NER model. After these pre-processing steps, spaCy
core4 was used for tokenisation.

The named entity models we used contain the entity classes Person (PER), Location (LOC) and
Organisation (ORG). For the manually created NER ground truth for both datasets, the NER classes are
defined as follows:

• PER includes persons’ first and last names without titles.
• LOC includes country, state, city and street names, as well as names of deportation and concen-
tration camps.

• ORG includes names of governmental offices (Entschädigungsämter [Offices for Compensation of
National Socialist Injustice]).

All datasets are created in the CoNLL 2003 format [18].
Since many organisation names in German also contain city names, we used a nested entity approach

[19] when labelling organisations, i.e., a token can be both part of an organisation entity and a location
entity. The phrase “Entschädigungsamt Berlin” is therefore tagged as:

Entschädigungsamt O B-ORG
Berlin B-LOC I-ORG
Tokens in the BZK dataset with OCR errors only get an NER tag if a maximum of two characters

deviate from the original word (e.g., Lonkom instead of London) or if the entity is within a string next to
some wrongly identified characters (e.g., Londonpsc instead of London).

Because the structure of the text on the cards is not always line by line, the OCR text sometimes has a
wrong order. This led to challenges during the annotation process, especially for the BIO tagging, since
without information about the document layout it was unclear if two entity tokens that appeared right
next to each other belonged to the same entity or not. Another problem during annotating existed for
multiple word entities that had been separated by the wrong word order. As a solution, while manually
tagging the BZK dataset, the OCR text was used as a stand-alone text and the basis for the BIO tagging
by itself, without information about the image and document layout. This led to a different BIO-tagging
and fewer ORG-tags (23.65% less) in the BZK dataset, compared to the BZK-GT dataset, which better
adheres to the document structure and layout.

2https://github.com/ISE-FIZKarlsruhe/Wiedergutmachung/tree/main/NER
3https://www.transkribus.org/de
4https://huggingface.co/spacy/en_core_web_sm
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For the NER task two models were used: the German language model from Flair, called ner-german-
large5 as a general model, and the EHRI-NER model6 which is trained on multilingual (including
Czech, German, English, French, Hungarian, Dutch, Polish, Slovak, Yiddish) Holocaust related textual
data, as a domain-specific tool. The results of these experiments and a discussion of the results follow
in the next section.

4. Results and Discussion

The results of the NER evaluation using the two different NER tools are summarised in Table 1 for
both the BZK and BZK-GT datasets. The evaluation indicates that the BZK-GT dataset achieves higher
F1-scores compared to the BZK dataset. Both NER tools exhibit poorer performance on the noisy text
generated by the OCR system, highlighting the need for OCR post-processing in the NER pipeline for
raw OCR text.

NER tool Dataset Class Precision Recall F1 Found Tags
(TP+FP)

Tags in the
Gold Standard

Flair-ner-de

BZK-GT

PER 0.97 0.84 0.90 416 475

LOC 0.97 0.76 0.85 911 1152

ORG 0.63 0.35 0.45 229 406

Total 0.92 0.70 0.79 1556 2033

BZK

PER 0.83 0.81 0.82 440 447

LOC 0.96 0.73 0.83 835 1084

ORG 0.51 0.31 0.39 193 310

Total 0.86 0.68 0.76 1468 1841

EHRI-NER

BZK-GT

PER 0.86 0.96 0.90 530 475

LOC 0.89 0.78 0.83 1011 1152

ORG 0.83 0.44 0.58 217 406

Total 0.87 0.75 0.81 1758 2033

BZK

PER 0.70 0.93 0.80 589 447

LOC 0.83 0.77 0.80 996 1084

ORG 0.75 0.32 0.45 134 310

Total 0.78 0.73 0.76 1719 1841

Table 1: Results of NER evaluation using the two different NER tools, on raw OCR text (BZK) and
corrected OCR (BZK-GT)

Another observation from the table is that, across both datasets and models, the F1-scores for ORG
entities are significantly lower than those for other tags. However, while the evaluations of Flair and
EHRI-NER yield similar F1-scores for PER and LOC tags, the EHRI model achieves higher F1-scores for
ORG entities compared to Flair. This results in higher overall scores for the EHRI-NER model. This

5https://huggingface.co/flair/ner-german-large
6https://huggingface.co/ehri-ner/xlm-roberta-large-ehri-ner-all
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discrepancy can be attributed to the fact that the most prominent organisation types mentioned on BZK
cards are now considered historical and most no longer exist. Consequently, language models trained
on non-historical data struggle to recognise these historical organisations. Therefore, EHRI-NER, which
is fine-tuned on historical data from the same period, outperforms the general pre-trained model in
recognition of ORG entities in this dataset.

5. Conclusion and Future Work

In this study, we compared the performance of two Named Entity Recognition (NER) tools, the Flair
German model and the EHRI-NER model, on German historical OCRed text, to determine if the
Holocaust-specific EHRI-NER model outperforms the general model on our dataset, and to assess the
impact of OCR noise on NER quality, using the two aforementioned models. A significant contribution
of this work is the creation of two datasets, BZK and BZK-GT, which involved the manual annotation
of raw and corrected OCR texts, as well as the evaluation of NER predictions from both models.

Our findings confirm that OCR errors degrade the quality of NER predictions for both models.
However, the EHRI-NER model demonstrated strong performance on our datasets, particularly in
recognising historical Organisations, in comparison to the Flari NER German model.

One of the primary challenges encountered during our experiments was the annotation of raw OCR
text with entity labels. To address this challenge, developing comprehensive guidelines for annotation
could significantly streamline this process. Such guidelines would not only speed up the annotation
phase, but also enhance the consistency and comparability of annotated datasets, and provide the
possibility to engage multiple annotators in the process, thereby improving the overall quality of future
research.

In future research, fine-tuning the models using our specific datasets could potentially enhance the
NER results we have achieved. Additionally, conducting experiments with other Large Language Models
would provide valuable comparative insights. This approach could help identify the most effective
models for our tasks and further improve the robustness and accuracy of NER predictions.
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