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Abstract
Tweets provides valuable semantic context for earth observation tasks and serves as a complementary modality
to remote sensing imagery. In building function classification (BFC), tweets are often collected using geographic
heuristics and labeled via external databases—an inherently weakly supervised process that introduces both
label noise and sentence-level feature noise (e.g., irrelevant or uninformative tweets). While label noise has been
widely studied, the impact of sentence-level feature noise remains underexplored, largely due to the lack of clean
benchmark datasets for controlled analysis. In this work, we propose a method for generating a synthetic oracle
dataset using LLM, designed to contain only tweets that are both correctly labeled and semantically relevant to
their associated buildings. This oracle dataset enables systematic investigation of noise impacts that are otherwise
difficult to isolate in real-world data. To assess its utility, we compare model performance using Naïve Bayes and
mBERT classifiers under three configurations: real vs. synthetic training data, and cross-domain generalization.
Results show that noise in real tweets significantly degrades the contextual learning capacity of mBERT, reducing
its performance to that of a simple keyword-based model. In contrast, the clean synthetic dataset allows mBERT
to learn effectively, outperforming Naïve Bayes by a large margin. These findings highlight that addressing
feature noise is more critical than model complexity in this task. Our synthetic dataset offers a novel experimental
environment for future noise injection studies and is publicly available on GitHub1.

Keywords
Noise, Tweets, Synthetic Data Generation, Building Function Classification, LLM,

1. Introduction

Building Function Classification (BFC) aims to determine the functional purpose of buildings, such as
commercial or residential use, using various data sources. Traditionally, remote sensing imagery has
been the dominant modality for this task. However, such imagery often lacks the semantic granularity
needed to distinguish nuanced urban functions at the building level, for example, differentiating between
dormitories and hotels.

Textual data from social media, such as geo-tagged tweets, offers a complementary perspective.
Tweets sent from the same location as a building may reveal human activities and behaviors that
provide contextual clues about building use. For instance, a tweet like "Great coffee at this café!" implies
a commercial function, while "Silent night at the dorm." suggests residential use.

Despite this promise, social media datasets collected for BFC often rely on weak supervision—tweets
are heuristically matched to buildings (e.g. tweets send within 50 meters radius of a building are assigned
to this building) and labeled using voluntarily-provided building tags on the external databases such as
OpenStreetMap (OSM). This process introduces multiple types of noise: (1) label noise, from incorrect
or outdated building tags; and (2) sentence-level feature noise, in the form of irrelevant, ambiguous,
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or uninformative tweets. While label noise has been extensively studied—often through controlled
label-flipping experiments—sentence-level feature noise remains harder to investigate. This is because
it requires access to a dataset that is known to contain only relevant and correctly labeled examples,
something that human annotators often cannot guarantee due to the subjective and implicit nature of
semantic relevance.

To address this, we explore the feasibility of using LLM to generate a synthetic oracle dataset for BFC:
a noise-free benchmark in which all tweets are both correctly labeled and semantically relevant to their
associated buildings. We define an oracle dataset as an idealized collection designed not for deployment,
but to serve as a clean experimental environment for systematically analyzing the effects of noise.

It is also important to acknowledge that geo-tagged tweets are no longer widely accessible due to
platform changes (e.g., Twitter removing precise geolocation tagging [1]). However, our focus is not on
Twitter per se, but on the broader challenge of noise in weakly supervised user-generated datasets—an
issue that persists across many social media applications.

Our key contributions are as follows:

A Synthetic Oracle Tweets Dataset for Building Function Classification: We construct a clean,
LLM-generated dataset that enables controlled experiments on feature noise, facilitating analysis
that is otherwise infeasible using real-world data.

A Data Generation Pipeline: We introduce a reproducible method for generating synthetic datasets,
guided by real-world building and tweet distributions to ensure statistical realism.

Evaluation of Data Quality: We compare the correctness and diversity of the synthetic data against
real-world datasets using both classifier performance and linguistic metrics (Self-BLEU, perplex-
ity).

Insights into Feature Noise Impact: Our results show that handling feature noise is more critical
than increasing model complexity for BFC tasks.

The remainder of this paper is structured as follows: Section 2 reviews related work on building
function classification and synthetic data generation. Section 3 describes our data generation pipeline.
Section 4 presents the evaluation methodology and results. Section 5 analyzes the quality and charac-
teristics of the dataset. Section 6 summarizes our findings, and Section 7 outlines directions for future
research.

2. Related Work

Building Function Classification with Tweets

Recent studies have investigated the feasibility of using geo-tagged tweets for Building Function
Classification (BFC), confirming their potential while emphasizing key challenges related to noise and
data quality. Häberle et al. [2] were among the first to treat BFC as a text classification task, assigning
tweets located near buildings as inputs. However, their use of FastText limited robustness in multilingual
urban settings. In contrast, Häberle et al. [3] shifted focus from sentence-level classification to feature
engineering, using tweet embeddings to extract function-indicative features. While some keywords
were found to correlate strongly with building types, overlapping lexical features introduced noise,
reducing overall reliability.

To enhance classification accuracy, Häberle et al. [4] proposed a decision-level fusion strategy,
integrating textual features from tweets with remote sensing imagery. Their results showed that while
tweets offered useful contextual cues, the discriminative power largely came from imagery. More
recently, Häberle [5] scaled BFC globally, reframing it as a multilingual classification task using mBERT.
Despite achieving moderate success (55% accuracy across three functional categories), noise in the
tweet data—both in labeling and content—remained a significant bottleneck.



A consistent finding across these studies is that tweets, while informative, are inherently noisy.
Label noise often originates from incorrect or incomplete tags in OpenStreetMap (OSM) [6, 7], and
geo-tagging mismatch occurs when tweets are attributed to the wrong building due to spatial heuristics
[8]. Additionally, sentence-level feature noise—such as irrelevant weets—remains a major challenge [9].
While label noise has been the subject of many experimental studies, there has been limited systematic
analysis of sentence-level feature noise and its effects on model performance.

Synthetic Data Generation with LLMs

Large Language Models (LLMs) have shown impressive ability to generate text that captures patterns
and structures from real-world corpora [10]. Recent work has explored using LLMs to create synthetic
datasets via instruction-tuned prompting conditioned on class labels [11, 12], showing that LLMs can
serve as scalable alternatives to human annotators. However, category-conditioned generation poses a
critical challenge: the synthetic text distribution often diverges from real data in linguistic diversity,
topical focus, or context relevance [13, 14].

To address these issues, researchers have proposed human-in-the-loop refinement strategies [15] and
model-guided feedback loops [16], which adjust prompts based on classifier performance. Others have
explored persona-based synthesis [17, 18, 19, 20] to introduce style and perspective variation. While
these approaches enhance fluency and diversity, they are not explicitly designed for tasks requiring
spatial and contextual grounding—such as aligning tweets with building-specific metadata in urban
environments.

Despite these advances, there remains a gap in applying LLM-based data generation to fine-grained,
geospatially anchored classification tasks like BFC. Most prior work assumes structured label spaces
and ignores the semantic constraints imposed by geographic or functional context. Our work addresses
this gap by conditioning LLM prompts on real-world building attributes (e.g., function, name, location)
and matching tweet language distributions. This enables the creation of a high-quality oracle dataset
that supports controlled analysis of noise in text-based BFC.

3. Synthetic Tweets Generation Pipeline

This section presents our three-step pipeline for generating synthetic multilingual tweets using a large
language model (LLM), conditioned on building-level metadata. The pipeline includes: (1) retrieving
metadata, (2) cleaning it, and (3) prompting the LLM to generate contextually grounded tweets.

3.1. Step 1: Retrieving Metadata

We define metadata as structured descriptive information associated with each building—such as its
function, location, and the intended number and language of tweets to be generated. This metadata
is either inherited from a prior labeled dataset [5] or retrieved from OSM, ensuring that the resulting
synthetic dataset reflects the statistical characteristics of real-world data.

• Building Attributes:
– Building_tag: A fine-grained functional label from OSM (e.g., "restaurant",
"apartment"), distinct from the binary ground-truth classification ("commercial" or "resi-
dential").

– Building_name: A descriptive identifier used in tweet content (e.g., "Merlex Auto Group").
– Building_city: The city where the building is located.

• Tweets Language Distribution: A list specifying the language of each synthetic tweet to be
generated. For instance, ["English", "English"] indicates two English tweets should be
generated for that building. These values are inherited from the dataset in [5], ensuring alignment
with real-world tweet frequency and language usage.



3.2. Step 2: Preprocessing Metadata

Since building attributes derived from OSM can be noisy, and we also want to control the maximum
number of tweets each building, we apply a cleaning preprocessing pipeline to previous collected
metadata. This step ensures LLM generating synthetic tweets without introducing unwanted noise and
also a balanced dataset.

• Removing formatting artifacts: We sanitize building names and tags by stripping special characters
(e.g., underscores _, slashes ) to prevent malformed prompts.

• Filtering generic or erroneous tags: Entries with non-informative tags such as ‘"yes"‘ or ‘"roof"‘
are excluded, as they do not convey meaningful function.

• Ensuring unique tag: Many buildings are associated with multiple use-specific tags that suggest
different functional categories (e.g., both ‘"church"‘ and ‘"restaurant"‘).

• Ensuring label-tag consistency: For buildings pre-labeled as ‘"commercial"‘ or ‘"residential"‘
(from prior datasets), we remove those whose OSM tags clearly contradict the assigned label.
For example, if a building labeled ‘"commercial"‘ has the tag ‘"mosque"‘, it is removed from the
dataset.

• Restricting to at most five tweets per building: This step applies to the number of synthetic tweets
to be generated and also to real-world tweets. We cap the number at five to balance the dataset
across buildings and to control for prompt length and generation consistency. This helps avoid
overrepresentation of a few buildings during training or evaluation phases.

The preprocessed metadata is stored in structured JSON format. An example is shown below:

{ " B u i l d i n g  c i t y " : " WashingtonDC " ,
" B u i l d i n g  t a g " : " R e t a i l " ,
" B u i l d i n g  name " : " Merlex  Auto  Group " ,
" Tweets  d i s t r i b u t i o n " : [ " E n g l i s h " , " E n g l i s h " ] }

While these preprocessing steps helps reduce ambiguity and maintain consistency, we acknowledge
that it may exclude buildings with complex, multi-functional roles (e.g., shopping malls with food courts,
theaters, and offices). Although this limits the coverage of our analysis, our focus in this study is to
establish a controlled, noise-free experimental setting—not to comprehensively model all real-world
function types.

3.3. Step 3: Generating Tweets using an LLM

We use the Llama-3.3-70B-Instruct-bnb-4bit model from Hugging Face1 to generate multilin-
gual tweets. Each prompt consists of two key components:

• System Prompt: Defines the overall task, outlining style and formatting guidelines for tweet
generation. The system prompt also includes a one-shot example demonstrating the desired tweet
format. This remains constant for all buildings.

• User Prompt: Contains building-specific metadata, to ensure diverse and contextually relevant
outputs.

Here is the system prompt:

1https://huggingface.co/unsloth/Llama-3.3-70B-Instruct-bnb-4bit
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Generate tweets as if they were posted by real Twitter users in a specific building. Tweets should
be sent from the type of building described in the ’building tag’. Ensure that each tweet reflects a
unique perspective or experience. Imagine switching personas for each tweet, simulating thoughts
from different types of users, such as tourists, professionals, or families. Consider varying the tone
(e.g., humorous, cynical, formal, casual), the length (short and concise, or longer and detailed), and
the use of mentions or hashtags. Highlight varied aspects of the building, such as its architecture,
services, location, history, or events. You must generate only one tweet in each language specified
under ’tweet language distribution,’ written directly in that language.

Example:
{"Building_city": "WashingtonDC",
"Building_tag": "Retail",
"Building_name": "Merlex Auto Group",
"Tweets_language_distribution": ["English", "English"]}

["Bought new rims here at Merlex Auto yesterday, totally transformed my ride! @merlexautogroup
#AutoCare", "Merlex Auto Group really knows how to treat car lovers right. The staff? Super
knowledgeable. The selection? If you’re in DC and thinking about upgrading your ride, this is the
place! #CarShopping #DCLuxury"]

Using this three-steps pipeline, we generate a synthetic oracle dataset covering 6,000 real-world
buildings across 41 global cities. The final dataset includes 15,222 tweets in 45 languages. We ensure
that the distribution of building types, tweet language frequencies closely mirror those of the real-world
dataset used in [5]. A quantitative comparison between real and synthetic tweets is provided in Table 1.

4. Dataset Evaluations and Results

In this section, we evaluate the quality of the generated synthetic dataset along two key dimensions:
diversity and correctness. Diversity ensures that the dataset captures a broad range of sentence
structures and vocabulary variations, rather than overly repetitive content that could oversimplify the
classification task. Correctness assesses whether the synthetic dataset fulfills its intended purpose as an
oracle dataset, containing only perfectly aligned tweets that semantically correspond to their respective
target buildings.

Since each building in the synthetic dataset mirrors a real-world building exactly, and the tweet distri-
butions in terms of volume and language match their real-world counterparts, we evaluate correctness
and diversity by comparing the synthetic dataset against the real-world dataset.

4.1. Diversity Evaluation

To assess diversity, we use 4-gram Self-BLEU [21] as the primary metric, following [22]. Self-BLEU
measures how similar each sentence is to the rest of the dataset by calculating BLEU [21] scores for
every sentence against all others. A lower Self-BLEU score indicates higher diversity, suggesting that
the dataset contains a richer variety of expressions. The results are reported in Table 2.

As a secondary measure, we compute perplexity [23]. While traditionally used to assess how well a
language model predicts text, perplexity can also serve as an indirect proxy for vocabulary alignment
between the synthetic and real-world datasets. Specifically, we compute unigram perplexity using a
unigram language model pre-trained on a held-out set of 100,000 real-world tweets from buildings
not included in the experimental dataset. By evaluating perplexity for both datasets, a similar score
between synthetic and real-world data suggests that the synthetic dataset shares comparable linguistic
distribution and vocabulary complexity. Conversely, a significant deviation would indicate substantial
differences in word usage. The perplexity results are also included in Table 2.



Category Commercial Residential

Tag Retail Dormitory

Name Superfresh Baxter Hall

City New York Cape Town

Tweet Dis-
tribution

[English, English, English] [English, English, English, English,
English]

Real
Tweets

"Just posted a photo @ SuperFresh Supermarket
of Bay Ridge."

"Turkey Dinner with all the Fixin’s, that your
kids will actually gobble up?! Yep! Cake #nailedit
Spotted at superfresh_bayridge_dyker (where
they do NOT make vegan pumpkin pie btw)
SuperFresh Bay Ridge."

"New York - The food in the deli, had to go to the
hospital where they pumped my stomach out
and determined the deli salads poisoned me. I
was so... Food Poisoning."

"Just posted a photo @ Baxter Hall."

"Happiness is a decision @ Baxter Hall."

"Just posted a video @ Baxter Hall."

"Shooting visserlieb clarinet improv #artistic
#research #clarinet #performancebasedresearch
#phdlife #phdstudent #archive #freeimprovisation
#kirbycollection #music. . . ."

"Shooting visserlieb clarinet improv. #artistic
#research #clarinet #artisticresearch
#performancebasedresearch #phdlife #phdstudent
#archive #freeimprovisation #kirbycollection
#music #experimentation #sound. . . ."

Synthetic
Tweets

"Fresh produce at unbeatable prices, Superfresh
has become my go-to grocery spot in New York!"

"Why did I wait so long to discover the best deals
on electronics are actually inside this store?"

"Does anyone else notice how vibrant the flower
arrangements are near the entrance every
morning? It sets the mood right for shopping."

"Cramming for exams is way more bearable when
you have an amazing view like ours at Baxter
Hall!"

"Dorm life can be crazy but our community here
makes all the difference."

"Battling to get work done before deadline hits -
anyone else feeling the pressure? Hope caffeine
kicks in soon."

"Sharing laughs over breakfast on the rooftop has
become daily highlight always something new."

"Wonderful place full great people making every
day count."

Table 1
Comparison of Real-World and Synthetic Tweets of Two Buildings

Dataset Self-BLEU↓ Perplexity(log10)↓

Synthetic 48.37% 4.49
Real-world 40.78% 4.36

Table 2
Diversity Comparison Results by Self-BLEU and Perplexity on Synthetic and Real-world Datasets

4.2. Correctness Evaluation

A direct way to evaluate correctness is by testing the dataset’s utility in a downstream classification task.
We compare two distinct classifiers: Naïve Bayes (NB) and multilingual BERT (mBERT). These models
were chosen to contrast a traditional statistical classifier (NB), which relies on word co-occurrence
patterns, with a transformer-based language model (mBERT), which leverages contextual embeddings
for nuanced language understanding. We conduct evaluations under three configurations:

• Real-world: Train and test models using real-world data to establish a baseline.
• Synthetic: Train and test models using synthetic data to determine if the dataset achieves

correctness.
• Cross-domain: Train models on synthetic data and test on real-world data to evaluate general-

ization performance.



Configurations Model Commercial Residential Overall Accuracy

Precision Recall F1 Precision Recall F1

Real-world
NB 0.67 ± 0.03 0.57 ± 0.02 0.61 ± 0.02 0.61 ± 0.02 0.71 ± 0.02 0.66 ± 0.02 0.64 ± 0.02
mBERT 0.66 ± 0.01 0.68 ± 0.03 0.67 ± 0.02 0.66 ± 0.02 0.62 ± 0.01 0.64 ± 0.01 0.65 ± 0.01

Synthetic
NB 0.86 ± 0.02 0.82 ± 0.03 0.84 ± 0.02 0.81 ± 0.03 0.85 ± 0.01 0.83 ± 0.02 0.84 ± 0.02
mBERT 0.92 ± 0.03 0.90 ± 0.01 0.91 ± 0.01 0.90 ± 0.01 0.92 ± 0.02 0.91 ± 0.01 0.91 ± 0.01

Cross-Domain
NB 0.60 ± 0.03 0.67 ± 0.01 0.63 ± 0.02 0.60 ± 0.02 0.52 ± 0.02 0.56 ± 0.02 0.60 ± 0.01
mBERT 0.59 ± 0.06 0.77 ± 0.06 0.66 ± 0.01 0.66 ± 0.02 0.44 ± 0.15 0.52 ± 0.10 0.61 ± 0.05

Table 3
Performance comparison of Naïve Bayes (NB) and mBERT models across three configurations: Real-
world (train and test on real-world data), Synthetic (traid and test on synthetic data), and Cross-Domain
(train on synthetic data and test on real-world data).

First two configurations allow us to assess whether the synthetic dataset can function as a valid
oracle dataset. The cross-domain evaluation is particularly insightful in determining how well models
trained on noise-free synthetic data adapt to noisy real-world conditions.

The real-world dataset used in our experiments was derived from [5], filtered to include the same
6,000 buildings as the synthetic set. For each building, we retain the same number of tweets in the same
languages, resulting in a dataset of 15,222 real tweets. We split both datasets at the building level to
prevent data leakage, allocating 10,729 tweets from 80% of buildings for training and validation, and
2279 tweets of the rest 20% buildings for testing. We fine-tune bert-base-multilingual-cased
for five epochs using the Adam optimizer with a learning rate of 5e-6, a batch size of 16, a warm-up
ratio of 0.01, and a weight decay of 0.01 to prevent overfitting. All training hyperparameters remain
consistent across experiments. The results are presented in Table 3.

5. Discussions

Our diversity evaluation reveals a trade-off between structural variation and lexical realism in the
synthetic dataset. The higher self-BLEU score of the synthetic tweets (48.37%) compared to the real-
world tweets (40.78%) suggests that the synthetic content is more repetitive at the sentence structure
level. However, the perplexity scores—4.49 for synthetic vs. 4.36 for real—indicate that the vocabulary
distribution is comparable across both datasets. This suggests that while the LLM may favor certain
patterns or templates in sentence generation, it still captures a realistic range of word usage and
topic-relevant terms.

In the real-world configuration, mBERT (65%) performs only marginally better than Naïve Bayes
(64%). This finding suggests that the contextual capabilities of transformer models are suppressed by
the high level of noise in real tweets. Naïve Bayes, which relies on surface-level word co-occurrences,
performs nearly as well—indicating that complex models may be overkill in noisy, weakly supervised
settings where semantic signals are diluted.

By contrast, in the synthetic configuration, mBERT (91%) significantly outperforms Naïve Bayes (84%).
This performance gap highlights how the noise-free, semantically aligned tweets in the oracle dataset
allow transformer model to leverage its full potential. The performance gain achieved by mBERT also
reflects the presence of fine-grained semantic cues that word-frequency based models cannot exploit.
This validates the intended function of our synthetic dataset as an oracle environment—models capable
of contextual understanding should perform well when noise is removed.

These findings also show a key insight: noise handling is more critical than model complexity for
improving classification accuracy in weakly supervised text settings. Even the best models fail to learn
effectively when irrelevant or ambiguous inputs dominate the data.

We also noted the cross-domain evaluation shows that models trained on the synthetic oracle dataset
generalize poorly to noisy real-world tweets. This result underscores the significant impact of domain



shift introduced by the removal of noise by LLM-generated dataset. It is important to recognize that our
synthetic dataset is not designed to replace real-world data. Rather, it serves a distinct purpose: to create
a controlled, noise-free environment for systematic experimentation—particularly for studying the
isolated effects of label or feature noise via noise injection strategies. We also acknowledge the potential
risk of semantic drift in LLM-generated data—that is, the possibility that synthetic tweets may reflect
biases, stereotypes, or linguistic abstractions learned by the model rather than replicating authentic
user behavior. However, our goal is not to reproduce social media behavior with full fidelity. Instead,
we intentionally trade off some realism for semantic clarity and control, enabling cleaner experimental
analysis.

6. Conclusion

This study investigates the feasibility of using LLM to generate a synthetic oracle dataset for text
classification tasks. We focus on the domain of building function classification (BFC) using geo-tagged
tweets, a modality that offers semantic richness but suffers from label noise and, more critically,
sentence-level feature noise—irrelevant, ambiguous, or uninformative tweets that obscure learning
signals.

While label noise has been extensively studied through noise injection experiments, sentence-level
feature noise remains underexplored due to the lack of a truly clean dataset. Human annotators often
disagree on what constitutes relevance in social media text, making it difficult to filter out such noise
consistently. To address this, we construct an oracle dataset using an LLM, where all tweets are
guaranteed to be correctly labeled and semantically aligned with their associated building types. This
provides a controlled, noise-free environment suitable for systematic experimentation.

Our evaluations show that:

• The synthetic dataset, while slightly less diverse in sentence structure (higher Self-BLEU), exhibits
comparable lexical richness (similar perplexity) to real-world tweets.

• On real-world data, sophisticated models like mBERT perform only marginally better than simple
classifiers like Naïve Bayes, due to noise degrading contextual learning.

• On synthetic data, mBERT significantly outperforms Naïve Bayes, validating that the synthetic
dataset retains meaningful semantic distinctions and fulfills its oracle role.

These findings suggest that addressing feature noise may be more critical than increasing model
complexity for tasks involving weakly supervised text. While our synthetic dataset is not intended
to replicate real user behavior, it offers a valuable testbed for controlled experiments that would be
infeasible with noisy real-world data.

7. Future Work

One key challenge in synthetic data generation is balancing diversity and semantic fidelity. Our
findings show that while our dataset maintains realistic vocabulary usage, its sentence structure is less
varied than real-world tweets. Future work could explore techniques such as controlled paraphrasing,
persona variation, or prompt augmentation to increase structural diversity without compromising
label alignment. Reducing this domain gap would make synthetic datasets more useful not only for
experimentation but also for training and transfer learning.

Our synthetic oracle dataset provides a clean, well-defined starting point for studying the impact
of noise in text classification. Future research can build on this by systematically injecting different
types and levels of noise—such as label flipping, irrelevant content, or off-topic language—to isolate
their individual and combined effects on model performance.

Given that our synthetic tweets are grounded in real cities and building names, future work could
use this dataset to examine how geospatial context influences text classification. For example, studies
could compare performance with and without location-specific references, or investigate how city-level



variation affects model generalization. This has implications not only for BFC, but also for broader
geo-aware NLP tasks such as place-based sentiment analysis or urban event detection.

Declaration on Generative AI

During the preparation of this work, the author(s) used ChatGPT to identify and correct grammatical
errors, typos, and other writing mistakes, in order to improve the clarity and professionalism of
writing. After using this tool, the author(s) reviewed and edited the content as needed and take(s) full
responsibility for the publication’s content.
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