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Abstract
This paper provides an initial exploration of the capabilities of large language models (LLMs) to extract spatial
relations from unstructured social media text. The approach examines the performance of GPT-4o and Gemini
1.5-Pro using a diverse set of spatial relation terms, and seeks to determine whether certain spatial relation types
(topological, distance and direction) are more challenging to extract. To evaluate, GPT-4o and Gemini 1.5-Pro
output is compared to manually labeled spatial relation triplets from Reddit place descriptions. The findings
demonstrate challenges in extracting spatial relations for LLMs, with the highest model only achieving 0.48
precision. However, performance varied across spatial relation types, as direction relations were extracted with
higher precision (0.75) compared to distance relations (0.62) and topological relations (0.35).
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1. Introduction

In recent years, there has been renewed interest in improving extraction of geographic information
from unstructured text, such as social media or user-generated sources. This has been driven partly by
recent restrictions on social media APIs (e.g., X/Twitter) [1], but also the potential of large language
models (LLMs) in extracting geographic information from unstructured text [2].

Reddit has attracted attention in the geospatial domain, due to its place-based communities (i.e.
r/London, r/Melbourne) and user-generated discussions which can contain rich descriptions of place.
As a result, Reddit provides information on how people perceive and describe places in everyday
language, which are often absent from geographic datasets. The availability of Reddit data has enabled
research into toponym recognition methods for extracting place names [3, 4]. However, research on
the extraction of spatial relations from Reddit, and other social media text, has been limited.

Spatial relations describe how objects or entities are positioned in space, relative to one another
[5]. Generally, they are categorized as either topological, direction or distance, and represented in
natural language with terms like ‘in’, ‘above’ or ‘near’ [6]. Methods for extracting spatial relations from
natural language have developed in computer science and GIScience [7], and common methods include;
dictionary-based, supervised machine learning and deep neural networks [8].

Extracting spatial relations from unstructured text, like Reddit, remains a challenge for established
methods, for several reasons. Spatial relation triplets may not follow a simple syntactic structure
of <subject, relation, object> (e.g. “check out the nice parts of Bradford, such as Ilkley and Saltaire.”),
terms used can be complex and contextual (e.g. ‘about 10 minute drive’), and applied presuming spatial
knowledge (e.g. “Camden is just past King’s Cross.”) [9]. LLMs may be able to tackle these challenges.
For instance, identifying informal spatial relation terms (abbreviations, slang and creative spelling)
via their vast training corpus, recognize ambiguously used spatial relations due to greater contextual
semantic understanding or infer implicit references using spatial reasoning.
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This study is an initial exploration into the capabilities of using LLMs to extract explicit spatial
relation triplets from a manually annotated Reddit text corpus. Preliminary experiments test LLM’s
ability to identify spatial relation terms across general types and sub-types. By focusing on explicit
spatial relations, LLMs semantic interpretation of text is explored, not its ability to infer implicit relations
through reasoning.

2. Related Work

LLMs have already shown impressive capabilities in information extraction tasks, including NER [10]
and relation extraction [11], and also toponym recognition and resolution [12, 13]. Initial attempts
have been made towards assessing LLMs capabilities in spatial relation tasks. A subset of this work
has explored LLMs spatial reasoning ability to infer spatial relations [14, 15]. A few papers have also
evaluated LLMs ability to extract explicit spatial relations from text. Ramrakhiyani et al. [16] combines
natural language inference (NLI) with LLMs to extract border orientations between countries within
Wikipedia text data, achieving high precision results. Hu et al. [17] uses GPT-4 to extract a range of
spatial relations from Wikipedia text, however performance is not evaluated. Haris et al. [18] tests three
separate LLMs (GPT, Llama and Gemini) to extract a selection of spatial relation terms from the Corpus
of the Lake District Writings (CLDW). The results showed high performance for GPT-4, however the
models produced inaccuracies, including extracting spatial relations that did not exist in the text.

There are several directions this preliminary work can be extended. So far, there have been limited
attempts to extract spatial relations from unstructured text [18], and from social media data. Furthermore,
no study has compared LLM’s performance in extracting spatial relation terms across spatial relation
types (topological, distance and direction). Finally, the use of prompts has been relatively unexplored,
as previous work has only used zero-shot prompting.

3. Approach

3.1. Test set

Reddit data collected by Berragan et al. [19] was used in this study. The dataset consists of Reddit posts
and comments from 186 UK place-based subreddits, posted between 2011 to 2022. To evaluate LLMs
performance, text from the subreddit r/Leeds were manually annotated to create the test set. Triplets
were labelled if they contain a subject (a reference to a place to be located), a spatial relation term and
an object (a reference to a place already located), in the form <subject, relation, object>. A place was
defined as any named location (e.g., ‘Leeds’, ‘Headingley’), or generic place descriptor (e.g., ‘home’, ‘city
center’).

Figure 1: General type and sub-type spatial relations with definition and common natural language terms



Each triplet within the test set was assigned to spatial relation general-type (topological, distance or
direction) and six sub-types (see Figure 1), which have been defined in [20]. Only containment and
connectivity relations were chosen for topological spatial relations, as terms relating to other topological
relations were not frequently present in the Reddit text corpus. Natural language terms were assigned
to a general type and sub-type, aided by previous work [21, 22].

In total, 300 spatial relation triplets were labeled from the Reddit text corpus. A comment or post
may contain multiple spatial relation triplets. It was ensured that equal amounts of triplets for each
spatial relation general type and sub-type were present within the test set. An additional 600 comments
or posts that did not contain spatial relation triplets (non-spatial) were included in the test set to better
reflect the sparsity of such relations in the Reddit text corpus. This also enabled the evaluation of false
positives, allowing assessment of whether LLMs incorrectly extracted spatial relationships that were
not present in the text.

3.2. Prompt-engineering

Prompts were designed to include definitions for spatial relation sub-types, and to constrain the LLM to
only extract explicit spatial relations (see Appendix A). Additionally, place names were not provided
as an input, therefore the model is required to extract them. The base prompt is used for the zero-
shot approach, which does not provide any training data. It is then adapted for two different prompt
approaches (Appendix B). Few-shot prompting uses examples, and chain-of-thought provides reasoning
steps to improve model performance [23, 24].

To extract the spatial relation triplets, GPT-4o and Gemini 1.5-Pro was used via OpenAI [25] and
Google AI [26] API services. The outputs were compared to the test set, and performance is evaluated
using precision, recall and F1-score. A correct spatial relation triplet includes exact place names and
spatial relation term found in the text, in the correct order and with the correct general type and
sub-type labels. Performance scores for each spatial relation general-type and sub-type were calculated
as an average across the three prompt approaches.

Table 1
Evaluation results for GPT-4o and Gemini 1.5-Pro. Precision (P), recall (R) and F1 scores. Bold numbers
indicate best score.

Sample GPT-4o Gemini 1.5-Pro

Triplets Non-spatial Total P R F1 P R F1

Zero-shot 300 600 900 0.48 0.52 0.50 0.38 0.54 0.45
Few-shot 300 600 900 0.45 0.68 0.54 0.42 0.83 0.56
Chain of Thought 300 600 900 0.48 0.63 0.55 0.42 0.83 0.56

Topological 100 600 700 0.35 0.75 0.48 0.35 0.92 0.50
Containment 50 600 650 0.27 0.79 0.40 0.27 0.97 0.42
Connectivity 50 600 650 0.79 0.68 0.73 0.62 0.86 0.71

Direction 100 600 700 0.75 0.53 0.62 0.49 0.70 0.56
Relative Direction 50 600 650 0.66 0.54 0.59 0.39 0.75 0.50
Cardinal Direction 50 600 650 0.89 0.53 0.66 0.79 0.64 0.68

Distance 100 600 700 0.62 0.52 0.56 0.54 0.53 0.53
Quantitative Distance 50 600 650 0.71 0.45 0.54 0.51 0.34 0.41
Qualitative Distance 50 600 650 0.57 0.59 0.58 0.55 0.71 0.61

4. Experiments and Evaluation

The results of the experiment are presented in Table 1. Overall, GPT-4o and Gemini 1.5-Pro exhibited
moderate performance scores, with lower than expected precision. Few-shot and chain-of-thought



prompting appeared to improve performance across the models with higher recall scores. Precision
and recall scores varied by spatial relation type considerably, as certain spatial relations were more
challenging to extract (Figure 2).

Direction relations were less challenging compared to topological and distance relations. In particular,
cardinal relations were extracted with high precision (example a). Likewise, topological connectivity
relations were easily identified and captured by the models (example b).

Most spatial relation sub-types had lower recall compared to precision, therefore the models was
confident in predictions but missed relevant cases. In particular, quantitative distance relations proved
challenging, as both models frequently missed numerical spatial relation terms (example c). In contrast,
relative direction and qualitative distance had lower precision scores, as the terms often rely on spatial
references and interpretation, making them more prone to inaccuracies (example d).

Finally, containment relation proved themost challenging for GPT-4o and Gemini 1.5-Pro. Contrasting
to other spatial relations, it produced very low precision scores. Examining the output, there was a high
frequency of implied ‘in’ relations. Some of these were geographically correct however did not explicitly
appear in the text, whilst others were presumed due to the sentence structure (example e). Similar
findings have been reported in previous studies [18], and have been attributed to LLM’s tendency to
hallucinate information that appears plausible but is not grounded in the input text.

Figure 2: Example GPT-4o output with spatial relation sub-type. (3) denotes successes and (8) challenges.

5. Conclusion

This paper presents initial experiments using LLMs to extract explicit spatial relations from Reddit.
Both GPT-4o and Gemini 1.5-Pro encountered significant challenges in this task, exhibiting numerous
inaccuracies and missed cases. However, ability to extract spatial relations varied across different types,
warranting further investigation. One possible explanation is the presence of biases in training datasets.
For instance, topological and directional relations, such as “next to” or “north of”, may be overrepresented,
leading to better generalization for these types of relations. Additionally, understanding the extent to
which LLMs rely on memorization versus reasoning remains an open question [27]. This is particularly
relevant for Reddit-based data, given its reported inclusion in LLM training corpora [28].

Future research should explore techniques to enhance LLM performance, including the integration of
geographic knowledge [17]. For topological relations, resources such as gazetteers and spatial ontologies
could validate containment relationships. Retrieval-augmented generation (RAG) approaches may help
mitigate hallucinations by incorporating external knowledge sources [29].

Although the findings are specific to the manually annotated dataset, further investigation using
benchmark datasets is needed. Nevertheless, this experiment establishes an initial foundation for future
assessments of LLM’s capabilities in spatial relation extraction.
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A. Base Prompt Used

Figure 3: Base prompt used for zero-shot setting.



B. Prompt Approaches

Figure 4: Examples of prompt approaches: (a) few-shot, (b) chain-of-thought.
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