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Abstract. Location based services (LBS) are a specific instance of a
broader class of Internet services that are predicted to become popular
in a near future: context-aware services. The privacy concerns that LBS
have raised are likely to become even more serious when several context
data, other than location and time, are sent to service providers as part
of an Internet request. This paper provides a classification and a brief
survey of the privacy preservation techniques that have been proposed
for this type of services. After identifying the benefits and shortcomings
of each class of techniques, the paper proposes a combined approach
to achieve a more comprehensive solution for privacy preservation in
georeferenced context-aware services.

1 Introduction

It is widely recognized that the success of context-aware services is conditioned
to the availability of effective privacy protection mechanisms (see, e.g., [1, 2]).
Techniques for privacy protection have been thoroughly studied in the field of
databases, in order to protect microdata released from large repositories. Re-
cently some of these techniques have been extended and integrated with new
ones to preserve the privacy of users of Location Based Services (LBS) against
possibly untrusted service providers as well as against other types of adversaries
[3]. The domain of service provisioning based on location and time of request
introduces novel challenges with respect to traditional privacy protection in mi-
crodata release. This is mainly due to the dynamic nature of the service paradigm
which requires a form of online privacy preservation technique as opposed to an
offline one used, for example, in the publication of a view from a database. In
the case of LBS, specific techniques are also necessary to process the spatio-
temporal information describing location and time of request which is also very
dynamic. On the other hand, location and time are only two of the possibly
many parameters characterizing the context of an Internet service request. In-
deed, context information goes far beyond location and time, including data
such as personal preferences and interests, current activity, physiological and
emotional status, and data collected from body-worn or environmental sensors,
just to name a few. Privacy protection techniques specifically developed for LBS



are often insufficient and/or inadequate when applied to generic context-aware
services.

Consider, for instance, cryptographic techniques proposed for LBS (e.g., [4,
5]). These techniques provide strong privacy guarantees at the cost of high com-
putational overhead on both the client and server side; moreover, they introduce
expensive communication costs. Hence, while they may be profitably applied
to simple LBS such as nearest neighbor services, it is unlikely that they would
be practical for complex context-aware services. On the other hand, obfuscation
techniques proposed for LBS (e.g., [6, 7]) are specifically addressed to location in-
formation; hence, those techniques cannot be straightforwardly applied to other
contextual domains. With respect to techniques based on identity anonymity in
LBS (e.g., [8, 9]) we point out that, since many other kinds of context data be-
sides location may help an adversary in identifying the owner of those data, the
amount of context data to be generalized in order to enforce anonymity is large.
Hence, even if filtering techniques can be used for improving the service response,
it could happen that in order to achieve the desired anonymity level, context data
become too general to provide the service at an acceptable quality level [10]. For
this reason, specific anonymity techniques for generic context-aware services are
needed.

Moreover, in pervasive computing environments context-aware services can
exploit data provided by sensors deployed in the environment that can constantly
monitor context data. Hence, if those context sources are compromised, an ad-
versary’s inference abilities may increase taking advantage of the observation of
users’ behavior and of up-to-date context information. Defense techniques for
privacy preservation proposed for LBS do not consider this kind of inference
capabilities, since location and time are the only contextual parameters that are
taken into account. As a result, protecting against the above mentioned kind of
attacks requires new techniques.

In this paper we survey privacy protection techniques for georeferenced context-
aware services. As depicted in Figure 1, the general privacy threat we are facing
is the release of sensitive associations between a user’s identity and the infor-
mation that she considers private. The actual privacy risk certainly depends on
the adversary’s model; for the purpose of this survey, unless we mention specific
attacks, we adopt the general assumption that an adversary may obtain service
requests and responses as well as publicly available information.

We distinguish different types of defense techniques that can be used to
contrast the privacy threat.

◦ Network and cryptographic protocols. These are mainly used to avoid
that an adversary can access the content of a request or response while it is
transmitted as well as to avoid that a network address identifies the location
and/or the issuer of a request.

◦ Access control mechanisms. These are used to discriminate (possibly
based on context itself) the entites that can obtain certain context informa-
tion.



Fig. 1. The privacy threat

◦ Obfuscation techniques. Under this name we group the techniques, usu-
ally based on generalization or partial suppression, that limit the disclosure
of private information contained in a request. Intuitively, they control the
release of the second part of the association describing the privacy threat.

◦ Identity anonymization techniques. These are techniques that aim at
avoiding the release of the first part of the association, i.e., the identity of the
issuer. The goal is to make the issuer indistinguishable among a sufficiently
large number of individuals.

This classification may apply as well to defenses against LBS privacy threats,
however our description of available approaches and solutions will be focused
on those for more complex context-aware services. Sections 2, 3, 4, and 5 ad-
dress each of the above types of defenses, respectively. Based on the weaknesses
emerged from the analysis of the existing techniques, in Section 6 we advocate
the use of a combined approach, present preliminary proposals, and illustrate
the general characteristics that a comprehensive combined approach may have.
Section 7 concludes the paper.

2 Network and cryptographic protocols

The development of context-aware services received impulse by technological
progresses in the area of wireless communications, mobile devices, and sensors.
The use of wireless channels, and more generally insecure channels, poses a first
threat for the users’ privacy since it makes easier for an adversary to acquire ser-
vice requests and responses by eavesdropping the communication or analyzing
traffic on the network. In the literature, several models have been proposed for
privacy preservation in context-aware systems. While some of them rely on a cen-
tralized architecture with a single trusted entity in charge of ensuring the users’
privacy, other models rely on a decentralized architecture in which mobile devices
use direct communication channels with service providers. decentralized archi-



tectures in which mobile communication channels with service providers. In both
cases, two natural countermeasures for privacy attacks are: a) implement secure
communication channels so that no third party can obtain requests/responses
while they are in transit, and b) avoid the recognition of the client’s network
address, even by the service provider, which may be untrusted.

In order to protect point-to-point communications, in addition to standard
wireless security, different cryptographic techniques can be applied. One possi-
bility is clearly for applications to rely on SSL to encrypt communication; an
alternative (or additional) possibility is to provide authentication, authorization
and channel encryption through systems like Kerberos ([11]). Kerberos is based
on a centralized entity, Key Distribution Center (KDC), in charge of authen-
ticating clients and servers in the network, and providing them with the keys
needed for encrypting the communications. The centralized model that inspires
Kerberos does not protect from attacks aimed at acquiring the control of the
KDC entity. Specific solutions to communication protection also depend on the
considered architecture and adversary’s model, and are outside the scope of this
paper.

Different approaches ([12, 13]) aim at guaranteeing a certain degree of an-
onymity working at the IP level. The Tarzan system ([12]) adopted a solution
based on a network overlay that clusters nodes in subnetworks called domains
on the base of their IP addresses. The IP hiding is achieved by the substitution
of the sender’s IP with the pseudonym corresponding to its domain. Moreover,
when a node needs to send a packet, its communications are filtered by a spe-
cial server called mimic that is in charge of i) substituting the IP and other
information that could reveal the sender identity with the adequate pseudonym,
and ii) of setting a virtual path (tunnel) that guarantees the communication
encryption.

Most solutions presented in the literature apply a combination of routing pro-
tocols for IP hiding, and cryptographic techniques ([14]) to protect from eaves-
dropping over the communication channel. Onion Routing ([15]) implements
both the features of IP hiding and message encryption. In order to preserve
the sender’s IP address, each message travels towards the receiver via a series
of proxies, called onion routers, which choose the next component of the path
setting an unpredictable route. Each router in the path re-encrypts the message
before forwarding it to the next router. However, even these solutions suffer from
attacks aimed at acquiring the control of one or more nodes of the network.

A different application of a privacy-preserving routing protocol is presented
in [16]: the proposed solution has been designed for protecting the user’s privacy
while moving in smart environments. This solution is based on a hierarchy of
trusted servers where the leaves, called portals, are aware of the user’s location,
while internal nodes are aware of services provided by the environment. The user
accesses the network through a portal and, according to her privacy preferences,
she is assigned to an internal node, called lighthouse, that has the task of filtering
and encrypting all the communications between the user and the service provider.
The lighthouse does not know the user’s position but is aware of the next hop



in the server hierarchy composing the path to the user’s portal. Similarly, the
portal does not know which service the user is asking for, but it is aware of the
path to the chosen lighthouse. The privacy preservation is achieved decoupling
position data from both the identity information and other context parameters.
However, this approach requires the servers in the hierarchy to be trusted and
it does not protect by privacy attacks performed acquiring the control of one of
the nodes in the structure.

The use of cryptographic techniques can also be extended to hide from the
service provider the exact request parameters as well as the response. This ap-
proach has been proposed in the area of LBS where location information is often
considered sensitive by users. In particular, solutions based on this approach aim
at retrieving the nearest neighbor (NN) point of interest (poi) with respect to
the user position at the time of the request.

A first solution was proposed in [4]: the authors propose a form of encrypted
query processing combining the use of a data structure suited for managing
spatial information with a cryptographic schema for the secret sharing. On the
server side, location data are handled through a directed acyclic graph (DAG),
whose nodes correspond to Voronoi regions obtained by a tessellation of the
space with respect to pois stored by the service provider. The query processing
is performed according to the protocol proposed in [17] that allows a client to
retrieve the correct Voronoi area without communicating its precise location.
The drawback of this solution is that, in order to resolve a NN query, the user
needs to send a number of queries that is proportional to the depth of the DAG
instead of a single request. The consequent communication overhead impacts on
the network traffic and on the response time, which are commonly considered
important factors in mobile computing.

Recently, a cryptographic approach inspired by the Private Information Re-
trieval (PIR) field was proposed in [5]. The service provider builds a Voronoi
tessellation according to the stored pois, and superimposes on its top a regular
grid of arbitrary granularity. In order to obtain the response to a NN query the
privacy preservation mechanism relies on a PIR technique that is used for en-
crypting the user query, and for retrieving part of the location database without
revealing spatial information. Some of the strong points of this solution are that
location data are never disclosed; the user’s identity is confused among identities
of all users; and no trusted third party is needed to protect the users’ privacy.
However, since mobile devices are often characterized by limited computational
capability, the query encryption and the answer processing performed at the
client side have a strong impact on service response time, network and power
consumption. In particular, when applied to context-aware services that perform
the adaptation on a wide set of heterogeneous context data, this technique may
result in unacceptable computation overhead both at the client and at the server
side.



3 Access control in context-aware systems

Pervasive computing environments claim for techniques to control release of
data and access to resources on the basis of the context of users, environment,
and hardware/software entities. In general, the problem of access control [18]
consists in deciding whether to authorize or not a requesting entity (subject)
to perform a given action on a given resource (object). Access control mecha-
nisms have been thoroughly studied in many fields, including operating systems,
databases, and distributed systems. However, the characteristic features of per-
vasive environments introduce novel issues that must be taken into account for
devising effective access control mechanisms. In particular, differently from cen-
tralized organizational domains, pervasive environments are characterized by
the intrinsic decentralization of authorization decisions, since the object owners
(users, services, infrastructures) are spread through the environment, and may
adopt different policies regarding disclosure of private information. Hence, spe-
cific techniques to deal with the mobility and continuously changing context of
the involved entities are needed to adapt authorizations to the current situation.

To this aim various techniques for context-aware access control have been
recently proposed. Context-aware access control strategies fall in two main cat-
egories. The first category is the one of techniques aimed at granting or denying
access to resources considering the context of the requesting user and of the
resource (see, e.g., [19–21]). The second category is the one of techniques aimed
at controlling the release of user’s context data on the basis of the context of
the requesting entity and of the user herself. In this section we concentrate on
techniques belonging to the latter category. On the contrary, techniques belong-
ing to the former category are outside the scope of this paper, and will not be
reviewed; however, we point out that, since those techniques imply the release of
users’ context data to the access control mechanism, generally they also adopt
strategies to enforce users’ privacy policies.

Proposed context-aware access control mechanisms can be roughly classified
in those that derive from discretionary (DAC) [22] and those that derive from
role-based (RBAC) [23] access control. In DAC systems, the owner of each ob-
ject is in charge of stating policies to determine the access privileges on the basis
of the subject identity. These techniques are well suited to domains in which
subjects do not belong to a structured organization (e.g., they are well suited to
generic Internet services), since they are released from the burden of managing
groups or roles of subjects. On the other hand, techniques based on RBAC (in
which the access privileges depend on the subject role) are well suited to struc-
tured organization domains (like, e.g., hospitals, companies), since the definition
of functional roles simplifies the management of access control policies.

Other techniques related to access-control in context-aware systems include
the use of access-rights graphs and hidden constraints (e.g., [24]) as well as zero-
knowledge proof theory [25] (e.g., [26]). These are called secret authorization
mechanisms, since they allow an entity to certify to a verifier the possession
of private information (e.g., context data) revealing neither the authorization
policies nor the secret data.



In the following we briefly describe the access control techniques for context-
awareness derived from DAC and RBAC models, respectively.

Techniques derived from DAC. Even early approaches to discretionary ac-
cess control allowed the expression of conditions to constrain permissions on the
basis of the spatial and temporal characterization of the subject. For instance,
in a bank setting, access to customer accounts could be acknowledged to au-
thorized personnel only during working hours and from machines located within
the bank. More recently, access control techniques specifically addressed to the
protection of location information (e.g., [27]) have been proposed. However, the
richness and dynamics of contextual situations that may occur in pervasive and
mobile computing environments claim for the definition of formal languages to
express complex conditions on a multitude of context data, as well as sufficiently
expressive languages to represent the context itself. To this aim, Houdini [28]
provides a comprehensive formal framework to represent dynamic context data,
integrate them from heterogeneous sources, and share context information on the
basis of users’ privacy policies. In particular, privacy policies can be expressed
considering the context of the data owner (i.e., the user) and the context of the
subject. As an example, a user of a service for locating friends could state a pol-
icy to disclose her current location to her friends only if her mood is good and
her current activity is not working. Privacy policies in Houdini are expressed in
a restricted logic programming language supporting rule chaining but no cycles.
Rules preconditions express conditions on context data, while postconditions ex-
press permissions to access contextual information; reasoning with the resulting
language has low computational complexity. Policy conflict resolution is based
on explicit rule priorities.

Another relevant proposal, specifically addressed to the preservation of mo-
bile customers privacy, can be found in [29]. That work proposes an access control
system aimed at controlling the release of private data based on time, location,
and customer’s preferences. For instance, a user could state a policy to disclose
her location and profile information only during the weekend and if she is in a
mall, and only in exchange for a discount coupon on items in her shopping list.
The proposed solution is based on an intermediary infrastructure in charge of
managing location and profiles of mobile users and to enforce their privacy poli-
cies. A specific index structure as well as algorithms are presented to efficiently
enforce the proposed techniques.

Techniques derived from RBAC. Many other existing approaches to context-
aware access control are based on an extension of the RBAC model. As antici-
pated before, RBAC systems are well-suited to structured organization domains.
However, the baseline RBAC model is not adequate to pervasive and mobile com-
puting domains, which are characterized by the dynamics of situations that may
determine the role played by a given entity in a given context. For this rea-
son, various proposals have been made to extend RBAC policies with contextual
conditions (see, e.g., [19]), and in particular with spatio-temporal constraints
(e.g., [30]). More recently, this approach has been applied to the privacy pro-



tection of personal context data. A proposal in this sense is provided by the
UbiCOSM middleware [31], which tackles the comprehensive issue with mech-
anisms to secure the access not only to services provided by ubiquitous infras-
tructures, but also to users’ context data, based on contextual conditions and
roles. The context model of UbiCOSM distinguishes between the physical di-
mension, which describes the spatial characterization of the user, and the logical
dimension, which describes other data such as the user’s current activity and de-
vice capabilities. For instance, the context TouristAtMuseum is composed by the
physical context AtMuseum (characterized by the presence of the user within the
physical boundaries of a museum) and by the logical context Tourist (which de-
fines the user’s role as the one of a tourist). Users can declare a policy to control
the release of a personal context data as the association between a permission
and a context in which the permission applies. Simple context descriptions can be
composed in more complex ones by means of logical operators, and may involve
the situation of multiple entities. For instance, in order to find other tourists
that share her same interests, a user could state a policy to disclose her cultural
preferences to a person only if their current context is TouristAtMuseum and
they are both co-located with a person that is a friend of them both.

Another worth-mentioning system is CoPS [32], which provides fine-grained
mechanisms to control the release of personal context data, as well as techniques
to identify misuse of the provided information. In particular, policies in CoPS are
organized in a hierarchical manner, on the basis of the priority level of the policy
(i.e., organization-level, user-level, default). Permissions depend on the context
and the role of the subject. CoPS supports both administrator and user-defined
roles. While the former reflect the hierarchical structure of the organization, the
latter can be used to categorize entities in groups, in order to simplify the policy
management by users. The system adopts a conflict resolution mechanism based
on priorities and on the specificity of access control rules. Moreover, a trigger
mechanism can be set up to control the release of particular context data against
the frequency of the updates; this technique can be used, for instance, to notify
the user in the case someone tries to track her movements by continuously polling
her location.

Open issues and remarks. As emerged from the above analysis of the state-
of-the-art, the main strong point of techniques derived from DAC consists in the
efficiency of the reasoning procedures they employ to evaluate at run-time the ac-
cess privileges of the requesting entity. This characteristic makes them very well
suited to application domains characterized by strict real-time requirements, like
telecommunication and Internet services. On the other hand, the roles abstrac-
tion adopted by techniques derived from RBAC can be profitably exploited not
only in structured organizational domains but also in open environments (like
ambient intelligence systems), since heterogeneous entities can be automatically
mapped to predefined roles on the basis of the contextual situation to determine
their access privileges.

Nevertheless, some open issues about context-aware access control systems
are worth to be considered. In particular, like in generic access control systems,



a formal model to represent policies and automatically recognize inconsistencies
(especially in systems supporting the definition of negative authorizations) is
needed; however, only part of the techniques proposed for context-aware com-
puting face this issue. This problem is further complicated by the fact that the
privacy policy of a subject may conflict with the privacy policy of an object
owner. Proposed solutions for this issue include the use of techniques for secret
authorization, like proposed in [24]. Moreover, an evident weakness of these sys-
tems consists in their rigidity: if strictly applied, an access control policy either
grants or denies access to a given object. This weakness is alleviated by the use
of obfuscation techniques (reported in Section 4) to disclose the required data
at different levels of accuracy on the basis of the current situation.

A further critical issue for context-aware access control systems consists in
devising techniques to support end users in self-defining privacy policies. Indeed,
manual policy definition by users is an error-prone and tedious task. For this
reason, straightforward techniques to support users’ policy definition consists
in making use of user friendly interfaces and default policies, like in Houdini
and in CoPS, respectively. However, a more sophisticated strategy to address
this problem consists in the adoption of statistical techniques to automatically
learn privacy policies on the basis of the past decisions of the user. To this
aim, [33] propose the application of rough set theory to extract access control
policies based on the observation of the user’s interaction with context-aware
applications during a training period.

As a final remark, we point out that context-aware access control systems
do not protect privacy in the case the access to a service is considered a private
information by itself (e.g., because it reveals particular interests or habits about
the user). To address this issue, techniques aimed at enforcing anonymity exist
and are reviewed in Section 5.

4 Obfuscation of context data

In some cases, the strict application of access control mechanisms (i.e., either
deny or allow access to a given context data in a given situation) may be a too
rigid strategy. For instance, consider the user of a service that redirects incoming
calls and messages on the basis of the current activity. Suppose that the service is
not completely trusted by the user; hence, since she considers her current activity
(e.g., MeetingCustomers) a sensitive information, whether to allow or deny the
access to her precise current activity may be unsatisfactory. Indeed, denying
access to that data would determine the impossibility to take advantage of that
service, while allowing access could result in a privacy violation. In this case, a
more flexible solution is to obfuscate [34] the private data before communicating
it to the service provider in order to decrease the sensitivity level of the data. For
instance, the precise current activity MeetingCustomers could be obfuscated to
the more generic activity BusinessMeeting. This solution is based on the intuition
that each private data is associated to a given sensitivity level, which depends
on the precision of the data itself; generally, the lesser the data is precise, the



lesser it is sensitive. Obfuscation techniques have been applied to the protection
of microdata released from databases (e.g., [35]).

Several techniques based on obfuscation have also been proposed to preserve
the privacy of users of context-aware services. These techniques are generally
coupled with an access control mechanism to tailor the obfuscation level to be
enforced according to the trustiness of the subject and to the contextual situa-
tion. However, in this section we concentrate on works that specifically address
context data obfuscation. The main research issue in this field is to devise tech-
niques to provide adequate privacy preservation while retaining the usefulness
of the data to context-awareness purposes. We point out that, differently from
techniques based on anonymity (reviewed in Section 5), techniques considered
in this section do not protect against the disclosure of the user’s identity.

Various obfuscation-based techniques to control the release of location infor-
mation have been recently proposed (see, e.g., [36, 6, 7]), based on generalization
or perturbation of the precise user’s position. One of the first attempts to sup-
port privacy in generic context aware systems through obfuscation mechanisms
is semantic eWallet [37], an architecture to support context-awareness by means
of techniques to retrieve users’ context data while enforcing their privacy pref-
erences. Users of the semantic eWallet may express their preferences about the
accuracy level of their context data based on the requester’s identity and on the
context of the request. That system supports both abstraction and falsification
of context information. By abstraction, the user can decide to generalize the pro-
vided data, or to omit some details about it. For instance, a user involved in a
BusinessMeeting could decide to disclose her precise activity to a colleague only
during working hours and if they both are located within a company building; ac-
tivity should be generalized to Meeting in the other cases. On the other hand, by
falsification the user can decide to deliberately provide false information in order
to mask her precise current context in certain situations. For instance, a CEO
could reveal to her secretary that she is currently AtTheDentist, while telling to
the other employees that she is involved in a BusinessMeeting. In the seman-
tic eWallet, context data are represented by means of ontologies. Obfuscation
preferences are encoded as rules whose preconditions include a precise context
data and conditions for obfuscation, and postconditions express the obfuscated
context data to be disclosed if the preconditions hold.

While in the semantic eWallet the mapping between precise and obfuscated
information must be explicitly stated case-by-case, a more scalable approach
to the definition of obfuscation preferences is proposed in [38]. That work copes
with the multi-party ownership of context information in pervasive environments
by proposing a framework to retrieve context information and distributing it on
the basis of the obfuscation preferences stated by the data owner. It is worth
to note that in the proposed framework the owner of the data is not necessar-
ily the actual proprietary of the context source; instead, the data owner is the
person whom the data refers to. For instance, the owner of data provided by
a server-side positioning system is the user, not the manager of the positioning
infrastructure; hence, the definition of obfuscation preferences about personal lo-



cation is left to the user. Obfuscation preferences are expressed by conditions on
the current context, by specific context data, and by a maximum detail level at
which that data can be disclosed in that context. The level of detail of a context
data refers to the specificity of that data according to a predefined obfuscation
ontology. Context data in an obfuscation ontology are organized as nodes into
a hierarchy, such that parent nodes represent more general concepts with re-
spect to their children; e.g., the activity MeetingCustomers has parent activity
BusinessMeeting, which in turn has parent activity Working. For instance, an
obfuscation preference could state to disclose the user’s current activity with a
level 2 specificity in the case the requester is Bob and the request is made during
working hours. In the case those conditions hold, the released data is calculated
by generalizing the exact current activity up to the second level of the Activity
obfuscation ontology (i.e., up to the level of the grandchildren of the root node),
or to a lower level if the available information is less specific than that stated
by the preference. Since manually organizing context data in an obfuscation
ontology could be unpractical, a technique to automatically discover reasoning
modules able to derive the data at the required specificity level is also presented.

Based on the consideration that the quality of a context information (QoC,
intended as its closeness to the physical reality it describes) is a strong indicator
of privacy sensitiveness, Sheikh et al. propose the use of QoC to enforce users’
privacy preferences [39]. In that work, the actual quality of the disclosed context
data is negotiated between service providers and users. When a service provider
needs a data regarding a user’s context, it specifies the QoC that it needs for that
data in order to provide the service. On the other hand, the user specifies the
maximum QoC she is willing to disclose for that data in order to take advantage
of the service. Service requirements and user’s privacy preferences are commu-
nicated to a middleware that is in charge of verifying if they are incompatible
(i.e., if the service requires a data to a quality the user is not willing to provide).
If this is not the case, obfuscation mechanisms are applied on that data in order
to reach the quality level required by the service provider. QoC is specified on
the basis of five indicators, i.e., precision, freshness, spatial and temporal reso-
lution, and probability of correctness. Each context data is associated with five
numerical values that express the quality of the data with respect to each of
the five indicators. Given a particular context situation, a user can specify her
privacy preferences for a context data by defining the maximum quality level for
each of the five indicators that she is willing to disclose in that situation. For
instance, the user of a remote health monitoring service could state to disclose
vague context information to the caregivers when in a non-emergency context,
while providing accurate data in the case of emergency.

One inherent weakness of obfuscation techniques for privacy in context-
awareness is evident: if the service provider requires a context data to a quality
that the user is not willing to disclose, access to that service is not possible. In
order to overcome this issue, anonymization techniques (presented in Section 5)
have been proposed, which protect from the disclosure of the user’s identity,
while possibly providing accurate context information.



5 Identity anonymization techniques

While obfuscation techniques aim at protecting the right-hand side of the sensi-
tive association (SA) (see Figure 1), the goal of techniques for identity anonymiza-
tion is to protect the left-hand side of the SA in order to avoid that an adversary
re-identifies the issuer of a request.

In the area of database systems, the notion of k-anonymity has been in-
troduced [40] to formally define when, upon release of a certain database view
containing records about individuals, for any specific sensitive set of data in the
view, the corresponding individual can be considered indistinguishable among
at least k individuals. In order to enforce anonymity it is necessary to determine
which attributes in a table play the role of quasi-identifiers (qi), i.e., data that
joined with external knowledge may help the adversary to restrict the set of can-
didate individuals. Techniques for database anonymization adopt generalization
of qi values and/or suppression of records in order to guarantee that the set of
released records can be partitioned in groups of at least k records having the
same value for qi attributes (called qi-groups). Since each individual is assumed
to be the respondent of a single record, this implies that there are at least k
candidate respondents for each released record.

The idea of k-anonymity has also been applied to define a privacy metric
in location based services, as a specific kind of context-aware services [8]. In
this case, the information being released is considered the information in the
service request. In particular, the information about the user’s location may be
used by an adversary to re-identify the issuer of the request if the adversary has
access to external information about users’ location. Attacks and defense tech-
niques in this context have been investigated in several papers, among which [8,
9]. Moreover, a formal framework for the categorization of defense techniques
with respect to the adversary’s knowledge assumptions has been proposed in [3].
According to that categorization, when the adversary performs his attack using
information contained in a single request the attack is said to be single-issuer ;
otherwise, when the adversary may compare information included in requests
by multiple users, the attack is said to be multiple-issuers. Moreover, cases in
which the adversary can acquire information only during a single time granule
are called static (or snapshot), while contexts in which the adversary may observe
multiple requests issued by the same users in different time granules are called
dynamic (or historical). A possible technique to enforce anonymity in LBS is to
generalize precise location data in a request to an area including a set (called
anonymity set [41]) of other potential issuers. An important difference between
the anonymity set in service requests and the qi-group in databases is that while
the qi-group includes only identities actually associated to a record in the table,
the anonymity set includes also users that did not issue any request but that are
potential issuers with respect to the adversary’s external knowledge.

With respect to identity anonymization in generic context-aware systems,
it is evident that many other kinds of context data besides location may be
considered qi. Hence, a large amount of context data must be generalized in
order to enforce anonymity. As a consequence, the granularity of generalized



context data released to the service provider could be too coarse to provide the
service at an acceptable quality level. In order to limit the information loss due
to the generalization of context data, four different personalized anonymization
models are proposed in [42]. These models allow a user to constrain the maximum
level of location and profile generalization still guaranteeing the desired level of
anonymity. For instance, a user could decide to constrain the maximum level of
location generalization to an area of 1 km2, while imposing no constraints on the
level of generalization of her profile.

As outlined in the introduction, sensing technologies deployed in pervasive
environments can be exploited by adversaries to constantly monitor the users’
behavior, thus exposing the user to novel kinds of privacy attacks, like the one
presented in [43]. In that work it is shown that even enforcing k-anonymity, in
particular cases the attacker may recognize the actual issuer of a service request
by monitoring the behavior of the potential issuers with respect to service re-
sponses. For example, consider a pervasive system of a gym, suggesting exercises
on the basis of gender, age, and physiological data retrieved from body-worn
sensors. Even if users are anonymous in a set of k potential issuers, the attacker
can easily recognize the issuer of a particular request if she starts to use in a
reasonable lapse of time a machine the system suggested to her, which was not
suggested to any other potential issuer. The proposed solution relies on an in-
termediary entity that filters all the communications between users and service
providers, calculates the privacy threats corresponding to possible alternatives
suggested by the service (e.g., the next exercise to perform), and automatically
filters unsafe alternatives.

A further issue to be considered is the defense against the well-known problem
of homogeneity [44] identified in the field of databases. Homogeneity attacks can
be performed if all the records belonging to a qi-group have the same value of
sensitive information. In this case it is clear that the adversary may easily violate
the users’ privacy despite anonymity is formally enforced. The same problem
may arise as well in context-aware services in the case an adversary recognizes
that all the users in an anonymity set actually issued a request with the same
value of private information. To our knowledge, a first effort to defend against
such attacks in context-aware systems has been presented in [45]. That proposal
aims at protecting from multiple-issuers historical attacks by applying a bounded
generalization of both context data and service parameters.

6 Towards a comprehensive framework for privacy
protection in context-aware systems

Based on the weaknesses emerged from the analysis of the proposed techniques,
in this section we advocate the use of a combined approach to address the com-
prehensive issue of privacy in context awareness; we present existing proposals,
and we illustrate the logical design of a framework intended to solve most of the
identified problems.



On the need for a combined approach The analysis of the state-of-the-
art reported in the previous sections has shown that each of the proposed ap-
proaches, even if effective in a particular scenario and under particular assump-
tions, fails in providing a solution to the general problem. In particular:

◦ cryptographic techniques for private information retrieval presented up to
the time of writing are unfeasible to complex context-aware services, due to
problems of bandwidth and computational resources consumption;

◦ protecting communication privacy between the context source and the con-
text data consumer (e.g., the service provider) is useless in the case the
context data consumer is untrusted;

◦ access control techniques (possibly coupled with obfuscation) are ineffective
in the case the access to a service is a sensitive information by itself, since
they do not protect from the disclosure of the user’s identity. Moreover, they
do not prevent a malicious subject to adopt reasoning techniques in order to
derive new sensitive information based on data it is authorized to access;

◦ techniques for identity anonymity rely on the exact knowledge about the ex-
ternal information available to an adversary. However, especially in pervasive
and mobile computing scenarios, such knowledge is very hard to obtain, and
adopting worst-case assumptions about the external information leads to a
significant degradation of the quality of released context data.

These observations claim for the combination of different approaches in order to
protect against the different kind of attacks that can be posed to the privacy of
users taking advantage of context-aware services.

Proposed techniques Proposals to combine different approaches in a common
framework have been recently presented.

In [46], an architecture for privacy-conscious context aggregation and reason-
ing is illustrated. The proposed solution adopts client-side reasoning modules to
abstract raw context data into significant descriptions of the user’s situation
(e.g., current activity and stereotype) that can be useful for adaptation. Release
of private context information is controlled by context-aware access control poli-
cies, and the access to context information by service providers is mediated by a
trusted intermediary infrastructure in charge of enforcing anonymity. Moreover,
cryptographic techniques are used to protect communications inside the user
trusted domain.

Papadopoulou et al. present in [47] a practical solution to enforce anonymity.
In that work, no assumptions about the external knowledge available to an
adversary are made; hence, the proposed technique does not formally guarantee
a given anonymity level. For this reason, the anonymization technique is coupled
with access control and obfuscation mechanisms in order to protect privacy in
the case an adversary is able to discover the user’s identity. That technique is
applied using the virtual identity metaphor. A virtual identity is essentially the
subset of context data that a user is willing to share with a third party in a
given situation; in addition, since anonymity is not formally guaranteed, part
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of the shared context data can be obfuscated on the basis of privacy policies in
order to hide some sensible details. For instance, a person could decide to share
her preferences regarding shopping items and leisure activities, as well as her
obfuscated location, when she is on vacation (using a tourist virtual identity),
while hiding those information when she is traveling for work (using a worker
virtual identity). With respect to the problem introduced by multiple requests
issued by the same user, specific techniques are presented to avoid that different
virtual identities can be linked to the same (anonymous) user by an adversary.

While the above mentioned works try to protect the privacy of users accessing
a remote service, the AnonySense system [48] is aimed at supporting privacy in
opportunistic sensing applications, i.e., applications that leverage opportunistic
networks formed by mobile devices to acquire aggregated context data in a par-
ticular region. To reach this goal, the geographic area is logically partitioned into
tiles large enough to probabilistically gain k-anonymity; i.e., regions visited with
high probability by more than k persons during a given time granule. Measure-
ments of context data are reported by mobile nodes specifying the tile they refer
to and the time interval during which they were acquired. Moreover, in order to
provide a second layer of privacy protection, obfuscation is applied on the sensed
data by fusing the values provided by at least l nodes (l ≤ k) before commu-
nicating the aggregated data to the application. Cryptographic techniques are
used to enforce anonymous authentication by users of the system.

Towards a comprehensive framework We now illustrate how existing tech-
niques can be extended and combined in a logical multilayer framework, which
is graphically depicted in Figure 2. This framework is partially derived from



the preliminary architecture described in [46]. However, the model presented
here is intended to provide a more comprehensive privacy solution, addressing
problems regarding sensor and profile data aggregation and reasoning (including
obfuscation), context-aware access control and secret authorization, anonymous
authentication, identity anonymity, and anonymous/encrypted communication.
Clearly, the actual techniques to be applied for protecting privacy depend on
the current context (users’ situation, available services, network and environ-
mental conditions). However, we believe that this framework is flexible enough
to provide effective privacy protection in most pervasive and mobile computing
scenarios. The framework is composed of the following layers:

◦ Sensors layer: This layer includes body-worn and environmental sensors
that communicate context data to the upper layers through encrypted chan-
nels using energy-efficient cryptographic protocols (e.g., those based on el-
liptic curves [49] like in Sun SPOT sensors [50]). We assume that this layer
is within the trusted domain of the user (i.e., sensors do not deliberately
provide false information).

◦ User device layer: This layer is in charge of managing the user’s profile
information (i.e., context data that are almost static, like personal informa-
tion, interests and preferences) and privacy policies. Upon update of this
information by the user, the new information is communicated to the up-
per layer. Moreover, this layer is in charge of fusing context data provided
by body-worn sensors and to communicate them in an aggregated form to
the upper layer on a per-request basis (e.g., when those data are required
by a service for performing adaptation). This layer is deployed on the user’s
device, which is assumed to be trusted (traditional security issues are not ad-
dressed here); communications with the upper layer are performed through
encrypted channels.

◦ Context provider layer: This layer is in charge of fusing sensor data pro-
vided by the lower layers, including those provided by sensors that are not
directly under the communication range of the user device. Moreover, ac-
cording to the user’s policies, it performs context reasoning and obfuscation
for privacy and adaptation purposes, as described in [46]. It communicates
user’s credentials, privacy policies, and context data to the upper layer on a
per-request basis through encrypted channels. This layer belongs to the user’s
trusted domain; depending on the device capabilities, it can be deployed on
the user’s device itself, or on another trusted machine.

◦ Context-aware privacy module layer: This layer is in charge of anony-
mously authenticating the user on the upper layer, and to enforce her context-
aware access control policies, possibly after a phase of secret negotiation with
the third party. Moreover, depending on the user’s policies, it can possibly
anonymize the user’s identity on the basis of (either precise or statistical)
trusted information received from the upper layer (e.g., spatio-temporal in-
formation about users received from a trusted location server). Protocols for
anonymous/encrypted communication are adopted to provide credentials,



context data and service parameters to the upper layer. This layer belongs
to the user’s trusted domain. Depending on device capabilities and on char-
acteristics of the actual algorithms it adopts (e.g., to enforce anonymity), this
layer can be implemented on the user’s device, on another trusted machine,
or on the infrastructure of a trusted entity (e.g., the network operator).

◦ Services layer: This layer is composed of context-aware service providers
and other infrastructural services (e.g., location servers). Typically, this layer
is assumed not to belong to the user’s trusted domain, even if particular
services can be trusted by the user (e.g., a network operator location server).

7 Conclusions

Through a classification into four main categories of techniques, we have de-
scribed the state of the art of privacy preservation for georeferenced context-
aware services. While previous work has also proposed the combination of tech-
niques from two or more categories, we claim that a deeper integration is needed
and we propose an architecture for a comprehensive framework towards this goal.
Clearly, there is still a long way to go in order to refine the architecture, work out
the details of its components, implement and integrate the actual techniques, and
test the framework on real applications. Moreover, there are still several other as-
pects, not considered in our paper, that deserve investigation. For example, since
there are well-known techniques for context reasoning, they may have to be taken
into account, since released context data may determine the disclosure of other
context data, possibly leading to privacy leaks that were previously unidentified.
Furthermore, computationally expensive techniques (e.g., those making use of
ontological reasoning or complex cryptographic algorithms) pose serious scala-
bility issues that may limit their applicability in real-world scenarios. Finally,
since the access to context data of real users is generally unavailable for privacy
reasons, sophisticated simulation environments are needed to evaluate the actual
effectiveness of privacy preservation mechanisms in realistic situations.
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