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Abstract
Human language is constantly evolving, driven by societal, technological, and cultural shifts, which lead to
the creation of new terms and expressions. The rise of digital platforms, including social media and academic
publications, has accelerated the introduction and spread of these neologisms. This paper explores current
advancements and challenges in benchmarking automated and semi-automated tools for extracting neologisms.
In particular, we will discuss challenges in dataset creation and evaluation procedures, such as defining neologisms,
ensuring diverse text sources, managing annotation variability, and evaluating these tools.
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1. Introduction

Human language, by its nature, is always evolving and it generates newly coined terms or expressions
that emerge in response to societal, technological, and cultural changes. The research into the detection
and understanding of neologisms has increased exponentially in the last years due to the proliferation
of digital communication platforms, including social media, academic publications, and technical docu-
ments. In fact, this panorama of available platforms has accelerated the introduction and dissemination
of such novel linguistic elements which gives a unique opportunity for developing (semi-)automatic
techniques for neologism extraction [1, 2].

Neologism extraction is a critical task for various fields, including computational linguistics, lex-
icography, and natural language processing (NLP). Traditional manual approaches to tracking lin-
guistic evolution are labor-intensive and time-consuming, highlighting the need for automated or
semi-automated methodologies. Identifying emerging terms can support the update of lexical resources,
improve machine translation systems, and provide insights into societal trends[3, 4].

Fully automated approaches typically leverage large-scale corpora and machine learning techniques
to identify candidate neologisms based on statistical analysis, linguistic patterns, or contextual novelty.
These systems often incorporate dictionary comparisons, word frequency analysis, and morphological
evaluation. Advances in deep learning and pretrained language models [5, 6, 7] have further enhanced
the precision of such techniques by enabling context-aware evaluations of word novelty [3, 8, 9].

Semi-automated methods, on the other hand, combine computational efficiency with human exper-
tise [1, 10]. These approaches may flag potential neologisms for manual validation, allowing domain
experts to assess their linguistic legitimacy and relevance. By integrating human judgment, semi-
automated systems to balance scalability and accuracy, making them particularly useful for specialized
domains such as scientific literature or emerging technologies.

Multilinguality also plays a crucial role in automatic neologism extraction, as lexical innovation does
not occur in isolation within a single language. Many neologisms emerge through cross-linguistic
influence, such as borrowings from dominant languages or calques that adapt foreign terms into native
structures. Moreover, different languages exhibit distinct morphological and syntactic processes for
word formation, necessitating language-specific adaptation in extraction methodologies. A multilingual
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approach would enable comparative studies on neologism diffusion, tracking how new terms spread
across linguistic and cultural boundaries. Developing resources that support multiple languages en-
hances the generalizability and applicability of neologism extraction tools, making them more robust
for global linguistic research and practical applications in translation, lexicography, and information
retrieval [3, 4, 8, 11, 10].

Despite recent progress, several challenges remain in the development of effective neologism extrac-
tion systems. These include distinguishing genuine neologisms from typographical errors, handling
polysemy, and detecting subtle shifts in meaning for existing terms. Moreover, the rapid evolution of
language in social media environments demands adaptive models capable of processing informal and
creative language variations.

In this paper, we aim to provide a preliminary overview of the state-of-the-art techniques for
benchmarking (semi-)automated tools for the extraction of neologisms, highlight their strengths and
limitations, and suggest directions for future research. In particular, we will focus on the required
specialized datasets that capture the dynamic nature of language in order to evaluate neologism
extraction tools.

2. Current Datasets for Evaluating Neologism Extraction

When selecting a dataset for evaluation, it’s crucial to consider the specific goals of your neologism
extraction tool and choose resources that align with your target language and domain. The availability
of well-structured datasets is essential for the evaluation and advancement of techniques designed to
extract neologisms [12]. These datasets provide benchmarks for assessing the effectiveness of different
methodologies and offer valuable insights into the linguistic characteristics of newly coined terms.

One notable resource is the Adjective-Noun Neologism Dataset [7], which accompanies research
on identifying adjective-noun neologisms using pretrained language models. This dataset contains
positive examples of adjective-noun neologisms alongside negative examples, making it suitable for
supervised learning and evaluation tasks.

Another important dataset is the New York Times Word Innovation Types (NYTWIT), which includes
over 2,500 novel English words published in the New York Times between November 2017 and March
2019[13]. The entries in this dataset are manually annotated according to different lexical innovation
processes, such as derivation, blending, and compounding. This resource is valuable for tracking
linguistic innovation in media discourse and evaluating automated extraction systems.

Additionally, the NEO-BENCH benchmark [14] provides a comprehensive evaluation framework for
assessing how well NLP models handle neologisms across various language understanding tasks. The
benchmark highlights the robustness and adaptability of systems when encountering unfamiliar lexical
items.

These datasets collectively address different aspects of neologism extraction, from structural and
morphological innovation to semantic novelty and media-driven trends. They offer diverse testing
environments for fully automated and semi-automated approaches, fostering the development of more
accurate and context-aware systems.

3. Challenges for Datasets for Neologism Extraction

The creation of a dataset for the automatic extraction of neologisms presents multiple challenges related
to the dynamic nature of linguistic innovation, the variability of textual sources, and the complexity of
evaluation. One of the primary difficulties lies in defining what constitutes a neologism. Given that
new words emerge and evolve over time, establishing temporal boundaries is essential but remains
problematic, as some words gain acceptance while others disappear. Additionally, neologisms are highly
domain-dependent, with technical fields generating specialized vocabulary that may not be perceived
as new outside their respective disciplines. Their formation mechanisms, including affixation, blending,
borrowing, and semantic shifts, add further complexity to their identification.



The choice of data sources significantly impacts the quality of a neologism dataset. While informal
digital texts such as social media and blogs are rich sources of emerging words, they are also noisy,
featuring spelling errors and non-standard language. On the other hand, curated sources like news
articles or academic papers may offer greater linguistic stability but risk omitting the more ephemeral
or subcultural neologisms. Ensuring a balanced representation across multiple text types is necessary
but difficult to achieve. Ethical concerns also arise, particularly when mining from online communities
where privacy regulations must be respected.

Annotation represents another major challenge. Human annotators must determine whether a term
is genuinely new, rare, or simply a re-emergence of an older word. This process requires external
validation, such as dictionary cross-referencing or frequency-based corpus comparison. Disagreements
among annotators introduce variability in the dataset, reducing its reliability. Moreover, given that
neologisms evolve, a static dataset may fail to capture their long-term usage trends. Therefore, an
effective resource should support longitudinal tracking - repeated observation of the same variables -,
enabling researchers to study word stabilization, meaning shifts, and eventual obsolescence.

4. Challenges for the Evaluation of Neologism Extraction Tools

Beyond data collection and annotation, evaluation poses additional obstacles. Unlike traditional NLP
tasks, neologism extraction lacks standardized benchmarks, making performance assessment difficult.

Evaluating automatic tools for neologism extraction presents several challenges that must be ad-
dressed to improve their effectiveness and adaptability. One of the primary difficulties lies in defining
the criteria for what constitutes a neologism across different domains. As new terms may emerge from
slang, technical jargon, or creative word formations, establishing a universal benchmark for evaluation
remains elusive.

Another significant challenge is the dynamic nature of language evolution, particularly on social
media platforms. Rapid linguistic shifts, cultural memes, and ephemeral terms complicate the process
of maintaining up-to-date evaluation datasets. Tools designed for neologism detection must therefore
be adaptable and capable of processing large volumes of informal text while distinguishing between
fleeting trends and enduring linguistic innovations.

Handling multilingual data adds an additional layer of complexity. Many neologisms emerge in
one language and later diffuse into others, often undergoing transformations in spelling, morphology,
or meaning. Evaluation frameworks must account for these cross-linguistic influences to assess the
robustness of extraction tools in diverse linguistic environments.

Furthermore, distinguishing genuine neologisms from typographical errors, spelling variations, and
non-standard word forms remains an issue. Automated systems require sophisticated mechanisms for
contextual analysis to accurately filter out noise and identify meaningful linguistic innovations.

Semantic evaluation poses another challenge. Some neologisms involve new meanings for existing
words rather than entirely novel forms. Automatic tools must therefore go beyond surface-level text
analysis and incorporate semantic modeling techniques to capture these subtler shifts in usage.

Lastly, the human-in-the-loop approach remains critical for the evaluation process. While fully
automated systems are efficient, expert validation is often necessary to ensure the linguistic validity and
relevance of detected neologisms. Developing user-friendly interfaces and hybrid evaluation models
that seamlessly integrate human expertise with machine efficiency is essential.

5. Conclusions

The continued creation and curation of high-quality datasets remain crucial for advancing research in
the area of neologisms extraction. Future datasets should aim to capture neologisms from emerging
domains, including social media and scientific literature, while incorporating multilingual perspectives
to better understand global linguistic trends.



While there are limited datasets specifically dedicated to neologism extraction, several related
resources can be utilized for this purpose. For example, tools like the NeoCrawler have been developed
for semi-automatic neologism identification [1]. While not a dataset per se, it represents a methodological
approach to neologism extraction. Sketch Engine also offers a feature called Trends, which is a diachronic
analysis tool designed to study changes in word usage over time.1 The NOW corpus (News on the Web)
is another resource which was created from web-based newspapers and magazines from 2010 to the
present time.2 Google Trends3 is also an alternative way of looking at how users search on the web
rather than studying the content of the pages. In all these cases, a methodology for the evaluation of
neologisms extraction is still to be studied.

Addressing these challenges will open the possibility for more accurate, scalable, and context-aware
systems for neologism extraction. Future research should prioritize adaptive evaluation methodologies,
cross-linguistic analysis, and enhanced semantic modeling to advance the state of the art in this domain.
In particular, the representation of neologisms in Linked Open Data (LOD) is crucial for ensuring their
integration into digital knowledge systems, enhancing both interoperability and accessibility across
languages and domains [15].

Another possible line of research may involve interdisciplinary collaboration between digital human-
ities and the study of neologisms is pivotal in understanding and analyzing the evolution of language in
the digital era. By integrating computational tools with linguistic research, scholars can effectively track,
analyze, and interpret the emergence and usage of new words. For example, in [16] researchers employed
computational methods to identify new elements of the hybrid language Surzhyk. In another work, [17],
authors tackled the inaccuracies introduced by Optical Character Recognition (OCR) software when
digitizing historical newspapers. This issue is crucial for accurately studying the evolution of language
and the emergence of neologisms over time. The fusion of digital humanities and linguistic studies
may offer a robust framework for exploring neologisms. Computational tools enable researchers to
process vast textual datasets, identify new linguistic patterns, and understand the socio-cultural factors
influencing language change. This interdisciplinary approach not only enriches our comprehension of
language evolution but also enhances the methodologies employed in linguistic research.
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