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Abstract 
Speech emotion recognition (SER) is essential for enhancing human-computer interaction, especially 
within voice-controlled IoT systems. This study explores various machine learning and deep learning 
approaches for classifying emotions from speech signals, utilizing features such as Mel-Frequency Cepstral 
Coefficients (MFCCs). The research evaluates the performance of traditional models, including classical 
machine learning algorithms such as Naïve Bayes, Logistic Regression, Decision Trees, and Random Forest, 
alongside deep learning models - Convolutional Neural Networks (CNNs) and Long Short-Term Memory 
(LSTM). A five-fold cross-validation strategy is employed to ensure robust performance assessment. The 
experimental results demonstrate that CNN-based models achieve the highest accuracy, followed closely by 
LSTM networks, highlighting the effectiveness of deep learning in capturing temporal and spectral patterns 
in speech. Traditional machine learning models also show competitive performance, emphasizing the 
importance of feature extraction techniques. The study discusses the challenges of real-time deployment, the 
impact of dataset size, and the need for robust models that can generalize across speakers and environments. 
Future work will focus on optimizing deep learning architectures, integrating multimodal inputs, and 
improving model efficiency for real-time IoT applications. These advancements will contribute to the 
development of more intelligent and responsive voice-controlled systems capable of recognizing and 
adapting to human emotions. 
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1. Background 

The rapid expansion of the Internet of Things (IoT) has transformed the way people interact with 
smart technologies. Traditionally, voice control has played a crucial role in improving accessibility, 
allowing users to operate IoT systems using simple voice commands. However, conventional voice- 
controlled systems lack emotional intelligence [1], meaning they respond to commands without 
understanding the speaker’s mood or emotional state. This limitation results in robotic and non- 
personalized interactions, which can reduce user satisfaction. 

Emotion classification from speech offers a novel way to enhance voice-controlled IoT 
systems by making them more adaptive and responsive. Humans naturally adjust their 
communication style based on emotions, and enabling IoT devices to do the same can significantly 
improve user experience. Advanced machine learning (ML) and deep learning (DL) algorithms can 
analyze voice signals and classify emotions such as happiness, sadness, anger, and neutrality [2]. 
Integrating such a system into IoT devices enables them to react differently based on the detected 
emotions rather than following rigid command structures. 

For example, a smart home assistant could detect frustration in a user’s voice and provide a 
calming response or suggest relaxation music. Similarly, a healthcare IoT device can monitor the 
emotional state of elderly users and alert caregivers if signs of stress or depression are detected. In 
professional environments, emotion-aware IoT systems can enhance customer service by detecting 
dissatisfaction in customer voices and adjusting the system’s behavior accordingly. 
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Developing an accurate emotion classification model[3] requires analyzing various acoustic 
features such as pitch, energy, Mel-Frequency Cepstral Coefficients (MFCCs)[4-5], and spectral 
characteristics. These features help machine learning models differentiate between emotions. The 
implementation of Convolutional Neural Networks (CNNs)[6-7] and Long Short-Term Memory 
(LSTM)[8-9] networks has significantly improved speech emotion classification, achieving high 
accuracy in real-world applications. With growth in this direction new packages for processing voice 
signals are becoming very popular(i.e. librosa[10], speech_recognition[11], etc.) 

However, challenges remain in creating real-time emotion detection systems that are robust 
to different accents, background noises, and variations in speech intensity. Additionally, processing 
speech data on IoT devices presents hardware constraints, as these systems often have limited 
processing power compared to cloud-based solutions. 

The “Global Voice and Speech Recognition Market”[12] was valued at USD 20.25 billion in 
2023 and is expected to grow at a CAGR of 14.6% from 2024 to 2030 as displayed on figure 1. This 
growth is driven by technological advancements and the increasing adoption of advanced electronic 
devices. Voice-activated biometrics enhance security by granting access only to authenticated users 
for transactions, contributing significantly to market expansion. The rising demand for voice-driven 
navigation systems and workstations is fueling growth in both hardware and software segments. 
Additionally, the integration of voice-enabled in-car infotainment systems is gaining traction 
worldwide, driven by the implementation of “hands-free” regulations in various countries that restrict 
mobile phone use while driving. 
 

Figure 1: Growth of Global Voice and Speech Recognition Market[12] 

This article explores how speech emotion classification can be integrated into IoT-based voice control 
systems. We discuss machine learning models, feature extraction techniques, and dataset 
requirements, along with challenges in real-world implementation. By the end of this study, we aim to 
build an effective approach for emotion classification that can be used in modern IoT systems leading 
to a more natural and personalized interaction experience. 
In lecture notes Review of Automatic Speech Recognition Systems for Ukrainian and English 
Language [13] authors Dumyn A, Fedushko S., Syerov Y. explored various classification approaches 
for speech-based emotion recognition, including classical machine learning methods such as Logistic 
Regression and Naïve Bayes, as well as deep learning models like CNNs and LSTMs. The study 
investigates the effectiveness of Mel-Frequency Cepstral Coefficients (MFCCs) as features for emotion 
classification and evaluates the performance of different models using accuracy and other relevant 
metrics. By analyzing these methods, the research provides insights into how speech emotion 
recognition can enhance human-machine interaction, complementing advancements in automatic 



speech recognition systems. This study shows high efficiency of such methods and suggests them to 
be used for further investigation. 
The study [14] strongly advocates for the use of recurrent neural networks (RNNs) in processing 
human speech recordings, emphasizing their ability to capture specific features in voice data. It 
highlights RNN-based models as particularly effective for analyzing voice messages, as they can 
retain contextual information and improve the accuracy of speech emotion recognition systems. 
 
 
2. Task Statement 

The goal of this research is to develop an emotion classification system that can analyze human 
speech, detect emotions, and integrate the results into voice-controlled IoT devices. Current voice 
control technologies primarily rely on recognizing specific words and commands, but do not account 
for emotional context. This project aims to bridge that gap by building an emotion-aware IoT system 
that dynamically adjusts its responses based on the user’s emotional state. 

Main Research Objectives: 
1. Dataset Collection and Preprocessing – Gather a high-quality emotional speech dataset such 

as RAVDESS[15], CREMA-D[16], TESS[17], etc. 
2. Feature Extraction – Extract key audio features like MFCCs, pitch, chroma features, and 

spectral centroid to train emotion classification models. 
3. Model Development – Design and train a deep learning model using classical ML algorithms, 

CNNs, LSTMs. 
4. Performance Evaluation – Measure the model’s accuracy, robustness to noise, and real-time 

inference capability in different environments. 
By achieving these objectives, we can create an IoT voice control system that adapts to users’ 

emotions, improving personalization and user satisfaction. The system can be applied in smart homes, 
healthcare monitoring, customer service, and assistive technology for individuals with disabilities. 

Emotion classification from speech is a rapidly growing field with applications in human-computer 
interaction, healthcare, call center analytics, and smart IoT devices. Understanding emotions from 
audio signals allows systems to interpret user intent, respond appropriately, and create more natural 
and engaging interactions. In this research, we focus on automatically classifying emotions from voice 
recordings using various machine learning and deep learning models. 

Traditional methods for speech-based emotion recognition typically depend on handcrafted 
features derived from raw audio signals. These features often include pitch, energy, Mel-Frequency 
Cepstral Coefficients (MFCCs), and various spectral characteristics. 

In contrast, modern deep learning techniques such as Convolutional Neural Networks (CNNs) and 
Long Short-Term Memory (LSTM) networks can automatically identify meaningful patterns from 
speech data. Despite the advancements in deep learning, classical machine learning algorithms like 
Logistic Regression and Naïve Bayes continue to play an important role due to their simplicity, 
interpretability, and suitability for smaller datasets. 

This study evaluates a range of classification techniques, including: 
● Logistic Regression – A basic linear classifier that models the relationship between extracted 

audio features and corresponding emotional states. 
● Naïve Bayes Classifier – A fast, probabilistic model based on Bayes’ theorem, well-suited for 

tasks such as text and speech classification. 
● Convolutional Neural Networks (CNNs) – Deep learning models that extract spatial features 

from spectrogram representations of speech. 
● Long Short-Term Memory (LSTM) Networks – A form of Recurrent Neural Network (RNN) 

capable of capturing temporal dependencies in sequential speech data. 
Through comparative analysis, this study aims to identify the most effective approach for real-time 

emotion classification. Each model offers distinct advantages: Logistic Regression and Naïve Bayes 
provide fast and lightweight solutions, while CNNs and LSTMs deliver greater accuracy by capturing 
complex patterns, albeit with higher computational demands. 



This work lays the foundation for building real-time emotion-aware IoT devices. Speech- 
controlled systems that understand human emotions can enhance user experiences in smart homes, 
virtual assistants, and automated customer service. 

After a command is recorded by the user, a message is sent to the local control unit/cloud(AWS 
IoT). Next step is to understand speech and classify emotions. An AI agent creates commands for IoT 
devices with some adjustments to desired based on those inputs(according to classified emotion) as 
shown on figure 2. 
 
 

 
Figure 2: Diagram of real-time emotion-aware IoT system. 
 
 
3. Method and results 

3.1 Dataset collection 
For this article Tess[17] dataset was chosen. Toronto emotional speech set data is an open 

source dataset that contains a set of target words that were spoken in a specific manner “Say the word 
_” by 2 actresses aged 26 and 64 years. Recordings were grouped by 7 emotions - anger, disgust, fear, 
happiness, pleasant surprise, sadness, and neutral(table 1). All recordings are stored in WAV format. 
Table 1 
Data classes distribution 

 Emotion  Number of samples  
Anger 400 
Disgust 400 
Fear 400 
Happiness 400 
Pleasant surprise 400 
Sadness 400 
Neutral 400 

3.2 Feature extraction 
To process the dataset MFCC algorithm was used. Mel-Frequency Cepstral Coefficients 

(MFCCs) are one of the most widely used features for speech and audio processing. They are designed 
to mimic the way the human auditory system perceives sound, making them highly effective for 
speech recognition, speaker identification, and emotion classification. 

Raw audio waveforms contain a lot of information, but not all of it is useful for classification. 
MFCC helps by extracting key features that represent how humans hear and process sounds. Human 
Perception-Based – MFCCs use a Mel scale, which reflects how humans perceive pitch. Compact 
Representation – Instead of using the full audio waveform, MFCCs extract a smaller set of meaningful 
numbers. 
 

MFCC extraction process can be represented as a single general formula that captures the 
transformation from the raw speech signal to the final MFCC features. 



 
where 
Xm( k ) is the Fourier Transform of the framed speech signal. 
Hm( k ) represents the Mel filterbank applied in the frequency domain. 
The inner sum computes the energy output of each Mel filter. 
The logarithm models human loudness perception. 
The outer sum applies the Discrete Cosine Transform (DCT)[18] to decorrelate the features and 

generate MFCCs. 
Cn are the final MFCC coefficients, used for speech and emotion recognition. 

 
MFCC are effective for Speech Analysis – They emphasize frequency ranges important for 

understanding speech and emotions. For our experiment was used sample rate of 40Hz resulting in 
dataset with shape 5600, 40. 

3.3 Model Development 
For our experiment few classical ML algorithms were chosen as well as one architecture of CNN 

and LSTM for comparison. 
● Logistic Regression is a straightforward classification technique that predicts class 

probabilities by transforming a linear combination of input features using a sigmoid function. It is 
known for its interpretability and effectiveness in handling data that is linearly separable, though its 
performance may drop with complex, non-linear patterns. 
● Naïve Bayes relies on probabilistic reasoning and assumes independence among features. It 

is highly efficient, requires little training data, and is suitable for structured datasets. However, its 
simplifying assumptions may reduce accuracy when there is strong correlation between features. 
● Decision Trees operate by iteratively partitioning the data based on feature importance, 

forming a tree-like model structure. They are easy to understand and handle non-linear data well but 
are often prone to overfitting, especially when the dataset is noisy or small. 
● Random Forests build on Decision Trees by generating an ensemble of them and 

aggregating their outputs. This approach boosts predictive accuracy and reduces overfitting risks, 
though at the cost of increased computational load. 
● Convolutional Neural Networks (CNNs) are deep learning models well-suited for 

analyzing spatial patterns in data such as spectrograms. They extract complex features through layers 
of convolutions, but their effectiveness often depends on the availability of large datasets and 
substantial computational resources. 
● Long Short-Term Memory (LSTM) networks, a variant of Recurrent Neural Networks 

(RNNs), are designed to capture long-range dependencies in sequential data. These models are 
especially useful in applications like speech recognition, although their training process can be slow 
and resource-intensive due to their layered structure. 

3.4 Performance Evaluation 
In this research, a 5-fold cross-validation[19] technique was employed to assess the performance of 

various models used for speech emotion classification. The dataset was divided into five subsets of 
equal size, with each model trained on four of these subsets and evaluated on the remaining one. This 
cycle was repeated five times so that each subset served as the test set once, ensuring balanced and 
unbiased evaluation. 

This cross-validation approach enhances the reliability of the results by minimizing the impact of 
data partitioning. By averaging the results across all five folds, we obtain a more consistent estimate of 
the model’s general performance. Metrics such as accuracy, precision, recall, and F1-score were used 
to quantify model effectiveness across folds. 

Such a strategy is especially beneficial for smaller datasets, as it allows maximum utilization of 
available data for training while still enabling comprehensive performance evaluation. Compared to a 
basic train-test split, this method offers more robust insights into how well the model is likely to 
perform on unseen data. 

Results of classification are present in table 1. 



Table 2 
Classification results for emotions recognition 

Model 
 Name  

K-Fold 1 K-Fold 2 K-Fold 3 K-Fold 4 K-Fold 5 AVG 

Logistic 
regression 

0.9875 0.9938 0.9844 0.9979 0.9844 0.9896 

Naive 
Bayes 

0.9866 0.9902 0.9884 0.9911 0.9929 0.9898 

Decision 
Tree 

0.9792 0.9896 0.9813 0.9792 0.9751 0.9809 

Random 
Forest 

0.9958 1 0.9979 1 0.9938 0.9975 

CNN 0.9982 0.9991 1 0.9982 1 0.9991 
LSTM 0.9866 0.9902 0.9884 0.9911 0.9929 0.9898 

The table includes accuracy values for each fold and the average accuracy across all five folds, 
providing insight into the consistency and effectiveness of each approach. 

Despite promising results in emotion recognition, integrating these models into real-world IoT 
environments remains a challenge. Many IoT devices operate with limited computational resources, 
making it difficult to deploy large deep learning models without optimization. Real-time emotion 
recognition further increases the complexity, as it demands both low-latency processing and high 
accuracy. Issues such as memory constraints, power consumption, and network connectivity must be 
considered when designing models for edge deployment. Techniques like model pruning, 
quantization, and edge-cloud collaboration are potential solutions to address these hardware 
limitations. Analysis of emotion control is given in the works [22-25]. 

The results indicate that deep learning models, particularly CNN and LSTM, achieved the highest 
classification accuracy. The CNN model demonstrated near-perfect performance with an average 
accuracy of 0.9991, suggesting its strong ability to extract meaningful patterns from speech features. 
Similarly, LSTM, designed for sequential data, performed competitively with an average accuracy of 
0.9888. 

Among traditional machine learning models, Logistic Regression and Naïve Bayes showed 
comparable performance, with average accuracies of 0.9896 and 0.9889, respectively. These results 
suggest that even simple classifiers can achieve high accuracy when trained on well-processed speech 
features. The Decision Tree model had the lowest accuracy at 0.9809, highlighting its tendency to 
overfit and perform inconsistently across different folds. Random Forest, an ensemble of decision 
trees, improved upon this with an average accuracy of 0.9975, demonstrating its ability to generalize 
better. 

Overall, CNN and LSTM outperformed other methods, confirming that deep learning models are 
highly effective for emotion recognition tasks. However, traditional models like Logistic Regression 
and Naïve Bayes still achieved competitive results, making them viable options for real-time 
applications where computational efficiency is a priority. 
 
 
4. Conclusions and Further Work 

4.1 Conclusions 
The results of the speech emotion recognition experiments demonstrate that deep learning models, 

particularly CNN and LSTM, achieve the highest classification performance, with the CNN model 
reaching an average accuracy of 0.9991 and the LSTM model following closely at 0.9888. Traditional 
machine learning models, such as Logistic Regression (0.9896) and Naïve Bayes (0.9889), also 
performed well, proving that well-engineered feature extraction can enable simpler models to 
compete with more complex architectures. The Decision Tree model had the lowest accuracy (0.9809), 



highlighting its limitations in capturing the intricate patterns within speech data, whereas the 
Random Forest model showed significant improvement (0.9975) due to its ensemble nature. 

The results suggest that while deep learning provides superior performance, traditional machine 
learning models can still be highly effective for speech emotion recognition when feature extraction is 
carefully designed. Furthermore, the small performance gap between traditional and deep learning 
models indicates that high-quality feature engineering can compensate for the lack of end-to-end 
learning. 

4.2 Further Work 
Although the models achieved high accuracy, several areas require further research and 

development. Expanding the dataset with more diverse emotional expressions and speakers would 
improve model generalization and robustness. Another promising direction is optimizing deep 
learning architectures by experimenting with hybrid approaches, such as combining CNNs and 
LSTMs or incorporating attention mechanisms to enhance sequence modeling. 

A major challenge remains the real-time implementation of deep learning models in IoT 
applications, as they require significant computational resources. The authors [20] analyse methods of 
processing IoT data that can be useful for reducing those expenses. Future research should explore 
model compression, quantization, and lightweight architectures to make real-time deployment 
feasible. This research [21] could benefit from exploring new types of databases for storing such data. 
The authors of the study discuss Graph Databases as a novel approach for handling this kind of 
information. Additionally, transfer learning from pre-trained speech models could improve 
classification accuracy while reducing the need for large labeled datasets. 

Moreover, environmental noise and speaker variability pose significant challenges in real-world 
applications. Future efforts should focus on developing noise-robust models using domain adaptation 
techniques and data augmentation methods. Exploring multimodal approaches that integrate facial 
expressions, physiological signals, or contextual information could further enhance the accuracy of 
emotion recognition systems. 

By addressing these areas, emotion classification models can be refined for deployment in human- 
computer interaction, virtual assistants, and intelligent IoT systems, making voice-based emotion 
recognition a more practical and reliable tool in various real-world applications. 
 
 Declaration on Generative AI 
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