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Abstract

The use of technologies to improve the quality of biomedical images allows to significantly increase the
accuracy of classification and segmentation of data. The need for high resolution and clear contours of micro-
objects is very high, as it allows to more clearly distinguish micro-objects and make a diagnosis more
qualitatively. This paper presents a comparative analysis of convolutional neural network architectures to
improve the quality of biomedical images and presents modified architectures, which increases the accuracy
of further processing.
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1. Introduction

Imaging techniques such as magnetic resonance imaging, computed tomography (CT) and ultrasound
scanning play a key role in the detection and analysis of pathologies. In particular, the quality of the
study is affected by the quality of cytological, histological, immunohistochemical images used in the
diagnosis of breast cancer. However, the images obtained often have noise, artifacts and low
resolution, which can complicate accurate diagnosis. Improving the quality of biomedical images is a
critically important task that affects the efficiency of doctors and the accuracy of automated analysis
systems.

Recent research in the field of artificial intelligence allows the use of advanced approaches to
image processing and makes the process of quality improvement more versatile and perfect. Deep
neural networks, such as convolutional neural networks (CNN) and transformers, demonstrate high
efficiency in reducing noise, increasing contrast and restoring details in images. One of the
disadvantages of using existing architectures of convolutional neural networks is the lack of
universality regarding the type of images. For example, biomedical images are characterized by a
significant level of noise and the absence of clear contours of the studied microobjects.

Scientists in the field of image processing pay significant attention to preprocessing and
postprocessing, because this is a significant factor for further processing at a high level, for example,
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by convolutional neural networks. It is also worth noting the importance of high-quality contrast
images for performing segmentation tasks using Unet tools.

The main goal of this work is to analyze existing architectures of convolutional neural networks
for solving problems of improving image quality and developing modified architectures of
convolutional neural networks.

- To solve the goal, it is necessary to implement the following tasks:

- Analyze existing approaches to improving image quality using machine learning

Develop modified architectures of convolutional neural networks for problems of improving the
quality of biomedical images.

2. Literature review

In [1], a comparative analysis of the application of image analysis techniques is presented, in
particular, the importance of ensuring high image quality is highlighted, which allows improving
their processing. In [2], the authors investigate the assessment of image quality depending on the
field of view (aFOV) and image acquisition time, which confirms the need to develop new approaches
to improving image quality. In [3], the use of PROPELLER in MRI of the shoulder joint is presented
and analyzed, reducing the influence of motion artifacts and improving image quality, which
contributes to more accurate diagnosis. However, this method has a drawback - increased data
acquisition time. In [4], deep learning methods for post-processing MRI images are considered to
improve image quality and correct artifacts. The authors emphasize the importance of critical
assessment of explanatory information and generalizability of deep learning algorithms in medical
imaging, and also point out the current limitations in the application of artificial intelligence in MRL
The review aims to provide researchers in the field of MRI and related disciplines with important
information for the development of methods for improving image quality. In [5], image quality
assessment (IQA) is considered, which is important for the evaluation of new hardware and software
tools, image acquisition methods, reconstruction algorithms and post-processing, in particular for
medical images. The emphasis is on the application of IQA to such medical imaging methods as MRI,
CT and ultrasound. In [6], the authors conducted a study that aims to compare and evaluate the
quality of biopsy and cytology images obtained using two different devices: optical microscopes and
scanners. The assessment is carried out in terms of contrast, color and staining of images, which are
important criteria for the clinical application of biopsy and cytology images. According to the results
of the study, scanners may have a slight advantage compared to microscopes, but the difference is
minimal and not critical for practical application. A study [7] showed that the quality of optical
coherence tomography images for the diagnosis and depth measurement of non-melanoma skin
cancers may be dependent on the histological characteristics of the tumors themselves.

The work [8] is devoted to the analysis of image quality assessment (IQA) algorithms that aim to
predict the perceived quality of images by humans. The authors tested 43 full-reference (FR) methods,
seven combined FR methods (22 versions) and 14 no-reference (NR) methods on nine datasets rated
by humans. An important aspect of the study is the use of various criteria to assess performance and
statistical significance. The analysis emphasizes the importance of an expanded and more systematic
approach to image quality assessment. Large-scale comparisons and new methods, such as the use of
rating aggregation for FR fusion, can significantly improve the efficiency and accuracy of automated
image quality assessment. The study [9] proposes a new architecture for image quality assessment
based on transformers. The main idea is to use a transformer to process and compare images,
including both a reference and a distorted image, with pre-extraction of perceptual features using a
convolutional neural network (CNN). Experimental results show that the proposed model exhibits
excellent performance on standard datasets for image quality assessment.



In [10], a new approach to image quality assessment (BIQA) is considered, which predicts human
perception of quality without using a reference image. The main idea is to develop an automated
multi-task learning scheme that uses auxiliary information from other tasks, such as scene
classification and distortion type identification. In [11], a self-learning approach to image quality
assessment without a reference sample (NR-IQA) is presented. The authors developed CONTRIQUE
(CONTRastive Image QUality Evaluator)—a model that uses a convolutional neural network (CNN)
to learn based on the prediction of the type and level of distortion in unlabeled image sets.

The main aspects of diagnosis based on immunohistochemical and cytological images are
presented in [12]. Additionally, the importance of image preprocessing is presented. An adaptive
method for preprocessing biomedical images is presented in [13].

3. Problem statement

The purpose of this article is to develop a convolutional neural network architecture to perform
the task of improving the quality of immunohistochemical images for their further processing in
classification, clustering, and segmentation tasks. To achieve this goal, it is necessary to perform
the following tasks:

- analyze the immunohistochemical image dataset, select the training and validation samples;

- analyze existing neural network architectures to improve image quality;

- develop the proposed neural network architecture.

4. Dataset

The dataset selected was the immunohistochemical images dataset “IHCDBI” [14]. This dataset
consists of immunohistochemical images of 4 categories and histology.

For the experiments, 500 images were selected, divided into training and test samples. The original
images with a size of 3000 by 300 pixels were cut into portions with a size of 256 by 256 pixels.
Examples of images are shown in Figure 1.
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Figure 1: Image examples “THCDBI”

5. Materials

The need for software solutions to improve the quality of immunohistochemical images arose due
to the relatively poor image quality, the need for clear contours of microobjects and the absence of
noise. Noise negatively affects image segmentation tasks in particular. An example of a noisy image
using the salt-and-pepper algorithm is shown in Figure 2.
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Figure 2: Examples of noisy images

The presence of noise negatively affects the quality of segmentation. Also, changes in contrast and
brightness negatively affect segmentation.

In order to improve the quality of images, the following architectures of convolutional neural
networks have been developed. The structure of the neural network is shown in Figure 3.
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Figure 3: Description of the neural network architecture

A visual representation of the layers of a convolutional neural network is shown in Figure 4



conv2d_21 (Conv2D)

Input shape: (None, 16, 16, 512) | Output shape: (None, 8, 8, 512)

batch_normalization_11 (BatchNormalization)

Input shape: (None, 8, 8, 512) | Output shape: (None, 8, 8, 512)
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Input shape: (None, 8, 8, 512) | Output shape: (None, 8, 8, 512)
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Input shape: (None, 8, 8, 512) | Output shape: (None, 16, 16, 512)

leaky_re_lu_35 (LeakyRelLU)

Input shape: (None, 16, 16, 512) | Output shape: (None, 16, 16, 512)
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Figure 4 - Visual representation of the layers of a convolutional neural network

The image sample is divided into two parts: test and training. A feature of the Unet network and
convolutional networks in general is the presence of repeating blocks.
Convolution block
Formally, the convolution process can be represented as follows:
n2 my
I X h = Z I —i,x — i) - h(i, )
i=—n, i=—m,

where n_2 is half the filter height, m_2 is half the filter length, x is the pixel column position, y is the
pixel row position, I_(y.x) is the input image, h is the convolution kernel.

6. Results

The results of the neural network are shown in Figure 3.
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Figure 5: Results of the neural network operation

Figure 5 shows the results of processing an immunohistochemical image by a convolutional
recurrent neural network. .
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Figure 4: Results of immunohistochemical image processing by a convolutional recurrent neural
network
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Table 1

Comparative analysis of the results obtained

# accuracy loss val_accuracy val_loss
0 0.898655 0.005874 0.851424 0.009907
1 0.900496 0.005893 0.857951 0.006467
2 0.894160 0.005957 0.889043 0.006918
3 0.889853 0.006423 0.819108 0.011712
4 0.876054 0.006664 0.851936 0.008107

The analysis demonstrates minor differences between the accuracy of the training and test samples,
which may indicate high quality training.

7. Conclusions



1. An analysis of modern approaches to improving image quality, in particular noise removal using
computer vision and artificial intelligence algorithms, was carried out, which allowed us to
highlight their advantages and disadvantages;

2. Based on the principles of developing convolutional neural networks, a modified neural network
architecture was developed to improve image quality based on encoder and decoder technology;
3. Based on approaches to deploying software in cloud services, a CI/CD pipeline and a terraform
script were developed to enable the deployment of software to improve the quality of
immunohistochemical images, which allowed us to create the opportunity to deploy the project in
various cloud services.

4. Analysis of the results obtained demonstrates that the accuracy of image restoration from noise
is in the range of 85-90%.
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