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Abstract
Designing a visual question answering (VQA) system for low-resource languages is challenging. Yet, it has
enormous potential for practical applications toward making AI-driven assistive technologies more inclusive
and accessible. In this article, we introduce Norsk VQA for visually impaired (NorViVQA), a Norwegian VQA
dataset derived from the VizWiz-VQA, which contains real-world, often low-quality images captured by blind
users alongside questions. Using the NorT5-base model, fine-tuned for English–Norwegian translation, we
translate questions and answers into Norwegian Bokmål while preserving the original challenges of VizWiz. We
propose a light-weight VQA module on top of the Contrastive Language-Image Pre-training (CLIP) for answer type
prediction and answer prediction. We demonstrated the effect of different Norsk embedding methods and achieved
67.09% answer type prediction accuracy and 34.86% answer accuracy. This research aims to bridge the research
gap in VQA for visually impaired users in the Norwegian language. The low accuracy of NorViVQA opened up
new challenges for the research community. The code and the datasets will be available in http://www.github.com
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1. Introduction

Dr. Cecily Morrison, a Microsoft researcher who is visually impaired (VI), said, “AI can empower blind
and low-vision users by providing real-time, context-aware information about their surroundings." Visu-
ally impaired people rely on image and audio based assistive devices to help interpret their surroundings.
They need technology that makes everyday tasks, such as identifying products or objects, navigating
spaces, reading texts on labels, and recognising scenes, etc., much more accessible. They require assistive
technology as their "eyes," converting visual data into accessible formats. Visual Question Answering
(VQA) [1], a multi-modal reasoning task in artificial intelligence that enables users to learn about visual
content using natural language queries. According to Ethnologue [2], 7,139 languages are officially
recognised worldwide, yet most AI breakthroughs, notably VQA, are mostly focused on high-resource
languages such as English. This leaves a significant research gap for resource-constrained languages,
including Norwegian, where annotated datasets, pre-trained models, and linguistic resources are limited.
As a result, accessing AI-driven assistive devices is challenging for many non-English-speaking popula-
tions, especially those with disabilities. Although multi-lingual visual question answering (M-VQA) [3]
datasets have recently advanced, most of these efforts still fail to adequately represent low-resource
languages (those with inadequate computing and linguistic resources). Accessibility may be revolution-
ized with a multilingual VQA system that includes the majority of the spoken languages for people
with disabilities. It can help users become more independent, empower them, and encourage social
inclusion by addressing their language, visual, and assistive needs. In this research, we propose the
development of a resource-constrained VQA model designed for the Norwegian language within the
broader context of multilingual VQA. We emphasise the significance of focusing on these languages,
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(a) (b)

GT Answer: ni forti

Question: hva er klokken
på klokken??

Question: Hva er captcha
på dette skjermbildet?

GT Answer:3 6 m 

(c)

Question: Ser ansiktet rent
ut? ?

GT Answer: Ja

Figure 1: Example image-question-answer pairs from the VizWiz-VQA dataset translated into NorViVQA.

exploring how linguistic diversity, data availability, and AI model adaptability can shape the future of
inclusive AI-powered assistive technology.

Traditional Large visual models (LVMs) [4], Large Language Models (LLMs) [5] such as GPT-4 [6],
RAG [7], LLaVA [8] are trained on large volumes of text data to generate human-like answers. While
impressive in their ability to produce coherent text, these models have a significant drawback: (a) They
require large and wide neural networks with millions or billions of parameters to capture complex text
or visual data patterns. (b) Models like GPT-4 and LLaVA, for example, need layers of transformers and
attention processes, each of which needs a large number of parameters to work well. Here, we address
the dual difficulties of low-resource language challenges and computational sustainability to make them
a practical option for worldwide deployment. The Norwegian query and visual input are encoded into
embeddings using the text and image encoders of Contrastive Language–Image Pre-training (CLIP) [9]
model. This model has demonstrated great performance in learning with cross-modal supervision from
numerous image-text pairs collected online.

Our research aims to bridge the gap in low-resource languages by developing VQA-based smart solu-
tions that specifically address the needs of visually impaired individuals, allowing greater accessibility
and independence in their everyday lives. To address the challenges, we contribute as:

• Using NorT5-base [10], fine-tuned for bidirectional English ↔ Norwegian (Bokmål and Nynorsk)
translation, we propose a Norwegian VQA dataset (NorViVQA) generated for low-vision in-
dividuals, authenticated from the VizWiz-VQA [11] dataset. This dataset is derived from the
VizWiz-VQA corpus, where visually impaired people captured real-world images and asked visual
questions based on them. Due to the nature of the data, many of the images are unfocused or
poorly framed, reflecting the challenges faced by visually impaired users in capturing meaningful
visual content. Figure 1 (a),(b), and (c) show three examples of the Vizwiz-VQA dataset.

• We propose an image-text CLIP pipeline to learn visual concepts with natural language supervision.
To evaluate our dataset, we implement a small trainable baseline model that integrates a Vision
Transformer (ViT) with NorBERT as the language encoder, trained, and achieved a state-of-the-art
accuracy on the NorViVQA dataset.

Such a VQA system can successfully address the world’s linguistic diversity, empower visually impaired
people, and offer equitable access to information. Our approach facilitates more effective interaction
between low-resource language speakers and their surroundings by bridging the language gap in
AI-driven assistive devices. As a result, the AI ecosystem becomes more inclusive. It also promotes
increased independence, social inclusion, and digital accessibility.
The subsequent sections of this paper are structured as follows: An analysis of existing work on visual
question answering in a wide range of applications is provided in Section 2. Section 3 introduces and
details the construction of our Norwegian dataset, NorViVQA, derived from the VizWiz-VQA dataset



and translated using the NorT5-base model. Section 4 outlines our proposed approach for Norwegian
VQA. Our experimental findings for Norwegian VQA are detailed in Section 5. The concluding remark
of our study is provided in Section 6.

2. Related Works

As mentioned in the Introduction, we summarize recent articles focusing on VQA for visually impaired
individuals and multilingual VQA applications, including low-resource language line Norsk.

2.1. VQA for VI people

Visual Question Answering (VQA) for Visually Impaired (VI) People focuses on designing systems
that help visually impaired individuals gain insights about their surroundings or understand visual
content through a combination of image analysis and a question-answering pipeline. Individuals with
visual impairments may be unable to check the content of their captured images, leading to reduced
image quality. As far as we know, VizWiz [11]dataset is the largest VQA dataset specially designed
for low-vision people. VizWiz has more than 31,000 visual questions created by low-vision people
who each capture an image using a mobile phone and record a spoken question about it. Each visual
question has ten crowdsourced answers. In this study [12], researchers created a new VQA system
that combines implicit textual knowledge and implicit multimodal knowledge using encoder-decoder
generative models. In this article, the VizWiz-VQA-Grounding dataset [13] presented a base model for
designing less biased VQA models and more accurate answer grounding models, making it a significant
milestone for future research.

2.2. Low-resource and Multilingual VQA

Here, we summarise visual question answering for additional languages, including low- and high-
resource languages, along with models and resources. Since many visually impaired people may not
speak English well, it is preferable to use a VQA system in their mother tongue to promote better
communication and understanding.
Chinese: Wang et al. presented a novel bilingual scene (text + evidence) VQA data set named EST-
VQA [14] which is annotated with English and Chinese QA pairs. In this article, three challenges
(cross-language, localisation, and tradition) are proposed to assess the generalisation of VQA models.
Vietnamese: Researchers have presented a new dataset for Vietnamese VQA called ViVQA [15], which
includes 15,000 question-answer pairs in Vietnamese and 10,328 images to assess Vietnamese VQA
models.
Hindi: Hindi is the official language of the Indian government (along with English) and is widely
spoken in North and Central India. A few years back, researchers designed a unified end-to-end
framework for multilingual and code-mixed question answering and introduced a dataset [16] for Hindi
and code-mixed VQA.
Multilingual BERT: BERT (Bidirectional Encoder Representations Transformers) [17] is a foundational
model in the field of NLP that introduced a novel approach to pre-training language models. BERT
processes text in both directions (left-to-right and right-to-left) in each layer, allowing it to construct
more context-aware representations of words. Additionally, BERT is trained to predict whether one
sentence follows another, helping it understand the relationships between sentences and making it
effective for tasks requiring contextual sentence-level understanding. Devlin et al. proposed Multilingual
BERT (M-BERT) [17], which follows the same architecture and training procedure as BERT, but it is
pre-trained as a single language model on the concatenation of monolingual Wikipedia corpora from
104 languages. After a large number of probing experiments, researchers have concluded that while M-
BERT [18] does learn multilingual representations, these representations display systematic deficiencies,
particularly affecting certain language pairs.
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Figure 2: Examples of challenging images in the VizWiz dataset. (A) Noisy image resulting from shaky camera
movement; (B) Blurred image caused by camera focusing issues; (C) Image with partially captured object, making
it difficult to interpret.

2.3. Norwegian QA

While most Norwegian datasets focus on text-based Question Answering (QA), they lack the multimodal
components needed for VQA, limiting their applicability in image-based AI tasks. Developed for machine
reading comprehension, NorQuAD [19] contains over 4,752 manually curated QA pairs in Bokmål
and Nynorsk. NorOpenBookQA [20], NorCommonSenseQA [20], NorTruthfulQA [20], and NRK-Quiz-
QA [20] datasets are designed for different reasoning tasks, including common sense and factual
knowledge. Pretrained Norwegian language models like NorBERT [10, 21] and NorT5 [10] have been
fine-tuned for QA tasks. It is noted that there are no such VQA datasets in the Norwegian language.

3. Proposed Dataset

The literature study on VQA for visually impaired people suggests that the VizWiz dataset is one of the
best datasets for the task. VizWiz is a pioneering VQA dataset introduced by Gurari et al. [11], designed
specifically to reflect real-world accessibility challenges. It contains over 31,000 visual questions collected
from visually impaired individuals, who captured photos using mobile phones and asked questions
about them. Each visual question is paired with 10 crowdsourced answers to ensure response diversity.
The dataset is also equipped with four classes (answer type), namely “others", “numbers", “yes/no", and
“unanswerable". The VizWiz dataset has two characteristics that are different from traditional VQA
datasets as:

• The images are often of low quality, as they are captured by low-vision individuals using mobile
phones, leading to frequent issues such as poor framing, blurriness, or inadequate lighting.

• Due to either poor image quality or a lack of relevant visual information, a significant proportion
of the visual questions are inherently unanswerable.

All of these features collectively make VizWiz a uniquely challenging and practical benchmark for
developing VQA systems for accessibility. Building upon this, we propose NorViVQA, a Norwegian VQA
dataset designed for low-vision individuals. In this paper, we utilize the ltg/nort5-base-en-no-translation
model—an encoder-decoder architecture [22] based on the T5 framework [23]—specifically optimized
for machine translation [24] between English (en) and the one official written standard of Norwegian:
Bokmål (nb). This model enables the creation of a custom English-to-Norwegian translation pipeline,
allowing us to convert existing English-language datasets, such as VizWiz-VQA, into Norwegian. By
leveraging this translation capability, we generate a Norwegian version of the dataset suitable for VQA
applications targeted toward low-vision individuals. The distributions of the questions for English and
Norwegian are presented in Figure 3.



Figure 3: Sunburst diagram showing the distribution of the first four words in questions from the VizWiz-VQA
(English on the left) and NorViVQA (Norwegian on the right) datasets.

4. Proposed Method

Here, we propose to use a small trainable neural network on top of a pre-trained image and language
encoder for the VQA. VQA aims to answer a textual question based on the content of an image by using
an image’s content. We use CLIP [25, 26]architecture as a baseline. CLIP can function as a base by:

• The image and question are encoded into the same embedding space.

• Predicting a suitable answer using a baseline neural network considering the joint embeddings.

Let us consider the NorViVQA dataset 𝐷 = {𝐼𝑖, 𝑄𝑖}𝑁𝑖=1. The goal is to predict an answer, 𝐴. The
image is encoded into a vector embedding 𝑧𝐼 ∈ R𝑑. Both the Questions (𝑄𝐾) and user answers
𝐴𝐾 are encoded into the same language embedding space, 𝑧𝑄𝐾 = 𝑔[(𝑄)𝐾 ] and 𝑧𝐴𝐾

= 𝑔[(𝐴𝐾)] for
𝐾 = 1, 2, ..., 𝑘.

The image and Norwegian questions/answers are embedded into the CLIP model. CLIP ensures that
matching Norwegian image-text pairs are aligned into a shared embedding space. Here, our proposed
model consists of three main modules: (a) a pre-trained image encoder, (b) a pre-trained text encoder,
and (c) a baseline neural network for answer prediction. The proposed method is depicted in Figure 4.
These modules are discussed hereafter.

4.1. Image and Text Encoder

We propose to use an image encoder (ViTL/14) [27, 28]from OpenAI to extract visual features. The
Vision Transformer is trained with contrastive pretraining on image-text pairs. This encoder transforms
input images into a dense embedding that captures semantic information aligned with natural language,
making it suitable for image-text alignment tasks. We applied it to the NorViVQA dataset to obtain
semantically rich image embeddings that align well with text, supporting tasks involving visual question
answering for visually impaired users. ViT-L/14 is the large variant of the Vision Transformer (ViT)
model, where the input image is divided into non-overlapping patches of size 14×14 pixels. Each patch
is flattened and linearly projected into a fixed-size embedding vector, typically of 1024 dimensions for
the large (L) variant. To retain spatial information, learnable positional embeddings are added to the
patch embeddings. The model architecture consists of 24 Transformer encoder blocks, each comprising
multi-head self-attention [29], Layer Normalization [30], and a feedforward neural network with GELU
activation [31]. Additionally, a learnable classification token ([CLS]) is prepended to the sequence of
patch embeddings. The final representation of this token is used as the global image embedding. In
the context of CLIP, the output image embeddings from ViT-L/14 are aligned with text embeddings
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Figure 4: Overview of our proposed CLIP pipeline that learns visual concepts from natural language supervision
by jointly training an image encoder and a text encoder to align image-text pairs in a shared embedding space.

in a shared latent space through contrastive learning, enabling strong vision-language understanding
across diverse tasks.

In our research, ltg/norbert3-large [32, 10, 21] is used to generate text embeddings that are rich in
contextual and linguistic cues of the Norwegian language, allowing effective alignment with visual
features in multimodal tasks. ltg/norbert3-large is a BERT-based language model developed specifically
for the Norwegian language as part of the NorBERT3 series. The ltg/norbert3-large model follows the
BERT-large architecture, consisting of 24 Transformer layers, 16 attention heads, and a hidden size
of 1024. It is pre-trained using the Masked Language Modeling (MLM) [33] objective on extensive
Norwegian corpora, including news, books, web content, and parliamentary texts. The model uses
a WordPiece tokeniser [34] designed for Norwegian vocabulary and generates contextualized token
embeddings, with the [CLS] token commonly employed for sentence-level tasks such as classification
or similarity scoring.

4.2. Baseline Model

A text encoder (NoRBERT) [10, 21] and an image encoder (ViT) [35] are combined in a single space and
used as the input in the proposed baseline VQA module.

The baseline consists of layer normalization, dropout, and linear layers. The answer type is predicted
using a linear layer, and the answers are predicted using a Sigmoid activation layer, as shown in Figure
5. As we stated earlier, the image and text embeddings are combined into a single space, although they
are embedded differently. The layer normalization helps to normalize across features; it stabilized the
training process and also reduced the dependency of the batch size. The dropout here is 0.5, it will
reduce the overfitting and also increase the generalization across different training data. It is noted that
only this module is trained here.

5. Results and discussion

Following the discussion of our proposed approach, we will analyze our experimental results.
We have reported the results of varying text embeddings on the same baseline trainable module.

Experimental Setup: All experiments were performed on an Intel Xeon Silver server equipped with
128 GB of RAM and a 24GB RTXA5000 GPU. The dataset consists of 20523 training samples that are
split into 80% training and 20% validation sets. The test data consists of 1243 samples. Training was
performed using the Early Stopping criterion with a patience of 15. We employed a batch size of 64 and
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Figure 5: Architecture of the proposed VQA module.

a learning rate 1× 10−4 with the Adaptive Momentum Optimizer. State-of-the-art approaches were
implemented utilizing the PyTorch and Keras libraries. Training is stopped if the model’s performance
on the validation set fails to improve for 10 consecutive epochs, ensuring stopping before overfitting.
The dataset has two tasks: (a) TYPE accuracy, i.e., identification of four answer types, and (b) ANSWER
prediction accuracy. The loss is calculated as:

𝐿 =
1

2
(𝐴𝑡𝑦𝑝𝑒 +𝐴𝑎𝑛𝑠𝑤𝑒𝑟)

Where: - 𝐿 is the loss. - 𝐴𝑡𝑦𝑝𝑒 is the answer type accuracy. - 𝐴𝑎𝑛𝑠𝑤𝑒𝑟 is the answer accuracy.
Results of NorViVQA: Table 1 presents a comparative evaluation of four models—ltg/norbert3-

large, NorGLM/NorGPT-3B, OpenAI-GPT, and M-CLIP/XLM-Roberta-Large-Vit-L-14— VQA task on the
NorViVQA dataset. The ltg/norbert3-large model achieves the best performance across all metrics, with a
test TYPE accuracy of 67.09%, Test ANS accuracy of 34.86%, and an average accuracy of 50.97%, indicating
strong generalization and answer accuracy. It also yields the lowest Test Loss (120.97), showing more
stable training. OpenAI-GPT performs moderately in predicting answer types (29.02%) but completely
fails in answer correctness (0.00% ANS accuracy), resulting in a lower average accuracy (14.51%) and
higher test loss (170.73). M-CLIP/XLM-Roberta-Large-ViT-L-14 records the lowest performance, with
a Test TYPE Accuracy of 15.68%, ANS Accuracy of only 0.0006%, and an Average Accuracy of 7.84%.
Its test loss is highest at 176.81, indicating difficulty in adapting to the VQA for VI task. These results
demonstrate the effectiveness of domain-specific fine-tuning (as seen in ltg/norbert3-large) and highlight
the limitations of general-purpose large vision-language models (like OpenAI-GPT ) when directly
applied to specialised tasks like video-based VQA for visually impaired users, particularly when text
extraction and contextual understanding are crucial.

FailureCases andModel Improvement: It is noted that the accuracy of both answer type prediction
and answer prediction has a scope of improvement. The failure cases can be from incorrect image
embedding, as the pre-trained CLIP model is trained using English image-text pairs (MS-COCO). A
complete fine-tuning of the CLIP model or the ViT-based image encoder on the Norwegian language can
improve the accuracy. On the other hand, the Norwegian language embedding can also be fine-tuned
using large volumes and diverse texts.

5.1. Ablation Study

We have tested with two other VQA network variations to understand the proposed baseline’s effective-
ness. One variation consists of 34 layers similar to the baseline and achieved 67.1% test type accuracy,
which is only 0.01% better than the baseline. The test answer accuracy did not change. Another variation



Table 1
Results of proposed baseline VQA module varying different text embeddings

Text Embedding Metric Score

ltg/norbert3-large

Test TYPE Accuracy (%)
Test ANS Accuracy (%)
Average TEST Accuracy (%)
Test Loss

67.09
34.86
50.97
120.97

NorGLM/NorGPT-3B

Test TYPE Accuracy (%)
Test ANS Accuracy (%)
Average TEST Accuracy (%)
Test Loss

67.09
34.50
51.12
122.25

Openai-gpt

Test TYPE Accuracy (%)
Test ANS Accuracy (%)
Average TEST Accuracy (%)
Test Loss

29.02
0.06
14.51
170.73

M-CLIP/XLM-Roberta-Large-Vit-L-14

Test TYPE Accuracy (%)
Test ANS Accuracy (%)
Average TEST Accuracy (%)
Test Loss

15.68
0.00
7.84
176.81

is that we use multi-head attention [36] with the baseline. We achieved 67.11% test type accuracy, which
is 0.02% better, and 34.89% test answer accuracy, which is 0.03% better than the baseline. Changing the
batch size to 8 and 16 did not change the performance.

6. Conclusion

In this article, we propose a new dataset called Norwagiean VQA for visually impaired (NorViVQA).
First, we translate the English questions from the VizWiz dataset into Norwegian using a pre-trained
ltg/nort5-base-en-no-translation model. Next, the image and text embedding are fed into the CLIP
model for further processing. Finally, we employ a small trainable VQA module for question-answer.
Our proposed approach highlights the potential of combining language translation and CLIP models in a
small VQA module and addresses inclusivity for Norwegian-speaking users. Our work enhances support
for low-vision or visually impaired people by enhancing contextual comprehension in visual question-
answering, allowing them to interact with visual content in their local language more successfully.

In the future, we hope to expand this technology to support multilingual question processing, making
it applicable to a wider range of languages and user groups. This extension will increase the accessibility
and usability of VQA solutions for visually impaired people.
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