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Abstract
Machine ethics and AI alignment have become increasingly important research disciplines in the context of modern
AI technologies. Recently, there has been ambiguity regarding the specific aspects of ethical AI development
that pertain to the two academic disciplines, often resulting in the interchangeable use of these terminologies. In
this position paper, we explore these two disciplines by discussing ongoing research and clarifying their goals.
Machine ethics researchers aim to embed ethical theories within AI, while AI alignment researchers develop
techniques to ensure that AI agents behave as intended by humans. Based on these insights, we highlight overlaps,
drawbacks, and motivate further interdisciplinary collaborations.
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1. Introduction

Intelligent behavior intuitively requires behavior fit for context, as well as understanding the intention
and meaning behind a request. There has been a proliferation of Artificial Intelligence (AI) applications,
but it is also very noticeable that their “intelligence” is limited in this very intuitive sense. One discipline
that “is concerned with the behavior of machines towards human users and other machines” [1] is
machine ethics. An example of a machine ethics implementation involves the development of AI
agents that adhere to deontological ethical principles, such as Asimov’s Three Laws of Robotics or the
normative directives outlined in the Universal Declaration of Human Rights. AI alignment, on the other
hand, is a discipline that has recently garnered a lot of interest, defining its goals as: ensuring “that
powerful AI is properly aligned with human values” [2]. For example, reinforcement learning from
human feedback (RLHF) implemented in large language models (LLMs) to promote behaviors that are
aligned with human preferences and ethical standards. The question we ask is, are these two disciplines
the same? In this article, we aim to discuss and distinguish these approaches.

In addition to the high interdisciplinarity of these fields, involving AI, philosophy and humanities
research in general, having an overview of the research landscape is itself challenging. The purpose of
this position paper is to bring some clarity between research fields that are very difficult to navigate for
those who do not work in them. Our main contribution is thus to the general AI research community
that seeks to understand, or contribute to, the state of the art in accomplishing moral behavior from AI.

We first give some background on machine ethics (ME) and AI alignment in Section 2. In the following
sections, we expand on the AI elements in ME research (Section 3), followed by the ethics elements in
AI alignment research (Section 4). Finally, in Section 5, we evaluate what each discipline has to gain
from the other, stress the importance of interdisciplinary and transdisciplinary research, and discuss
further possibilities.
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2. Background

Machine ethics can be dated back to Anderson and Anderson [1] and Wallach and Allen [3], as
works being among the first to formalize the field and its name. Since then, several researchers have
contributed to ME, either by debating the moral agency of machines [4, 5], formalizing moral norms
[6], and developing verification techniques [7]. Around the year 2020, there have been comprehensive
literature surveys [8, 9, 10] on ME (or artificial morality), that exhaustively categorized articles based on
moral theories, technical implementations, and approaches adopted. Since these surveys, ME research
has gone in several directions [11], with a visible increase in machine learning contributions [12], where
researchers develop ethical behavior in AI using supervised learning techniques such as large language
models (LLM), reinforcement learning (RL) and deep learning (DL). Within this specific domain of ME,
we uncover an intersection between ME and AI alignment.

AI alignment was introduced decades earlier, compared to ME, by Norbert Weiner [13]. If we cannot
interfere with a machine’s autonomous decision-making, he warned that we better be certain that its
purpose is aligned with ours. The same concerns were echoed by various AI pioneers such as Stuart
Russell [14], Yoshua Bengio and Geoffrey Hinton [15].

A concern for the behavior of AI agents is well-placed1. Modern AI agents have gotten more
competent at multistep reasoning and cross-task generalization [16] and these capabilities exacerbate
the associated risks. For example, reward-hacking [17] is a major risk in reinforcement learning
algorithms, and the more sophisticated the model, the higher the possibility of deceptive alignment
and manipulation. Based on their comprehensive survey of AI alignment, Ji et al. [16] propose four
key objectives: Robustness, Interpretability, Controllability, and Ethicality (RICE). It is in terms of
ethicality, defined as “system’s unwavering commitment to uphold human norms and values within
its decision-making and actions” [16], representing the domain where AI alignment converges with
ME. Although research in AI alignment addresses both AI agents and AI systems interchangeably, the
primary emphasis in ME is on AI agents.

Some AI alignment research stems from the notion of AI Safety, i.e., ensuring that AI agents do
not pose a threat to humanity. ME research, in contrast, is closer to ethical concerns, with some ME
work seeking to instill AI agents with ethical principles to ensure that they strive towards a good.
This represents the first fundamental difference between these methodologies. One school of thought
seems pessimistic regarding the prospects of AI, while the other genuinely believes that a good can be
achieved using AI based on centuries of philosophical scholarship. However, despite these being visibly
contradictory approaches, ME and AI alignment research have one overarching theme in common;
both disciplines aim to promote favorable outcomes for humanity in the context of contemporary
technologies.

3. The AI in Machine Ethics

A distinguishing feature of ME is its close relationship with moral philosophy and moral theories. Some
works in ME explicitly attempt to build artificial moral agents, while others focus on moral reasoning.
If everything is a “hard encoded” ethical constraint, are we building intelligent agents? Can ethical
behavior be a result of a constraint?

The concept of ‘moral agents’ itself can be a point of contention when applied to artificial agents, but
ME seems to apply the definition of Floridi and Sanders [18]: “An action is said to be morally qualifiable
if and only if it can cause moral good or evil. An agent is said to be a moral agent, if and only if it is
capable of morally qualifiable action.” The question is then pushed onto: what is a morally qualifiable
action?

On the question of moral agency, Wallach and Allen [3] define a concept known as functional morality.
They define extremes such as operational morality and full moral agency. The former refers to agents

1For clarity, under AI agent we understand a computational agent that can act in an environment relying on reasoning and/or
learning to make decisions.



with low autonomy and lowmoral sensitivity, while the latter refers to human beings with full autonomy
and full moral agency. They then defined a middle-ground called functional morality as those agents
that have a moderate level of autonomy but also possess the ability to perceive morally noteworthy
situations and make morally acceptable choices. Modern AI can exhibit a level of functional morality,
due to its learning and decision-making capabilities. For example, today’s computer vision algorithms
in self-driving cars are able to autonomously assess dangers to a certain extent and calculate optimal
routes at the same time. They are functional moral agents according to Wallach and Allen [3]. Using
this definition of morality, it is possible to sidestep the moral agency question and implement functional
moral agents.

Allen et al. [19] defined three approaches to develop moral agents, known as top-down, bottom-up,
and hybrid approaches. If a moral agent adopts a top-down approach, the rules and moral norms are
encoded in the agent before it solves a given task. In contrast, a bottom-up moral agent discovers
morally salient features and learns to make morally praiseworthy decisions from its environment. An
issue with the former is that rules cannot account for every possible scenario, while for the latter,
we have no control over what the agent learns and decides in its environment. To overcome these
disadvantages, Allen et al. [19] proposed a hybrid approach to combine the strengths of both strategies.
If one were to train AI to realize ethical theories, they would typically adopt either bottom-up or hybrid
approaches. Typically, ME researchers have utilized evolutionary algorithms [4], reinforcement learning
[20], large language models [21], and neural networks [22], or a combination [4, 23, 24], to implement
bottom-up moral agents.

Ethical theories have gone through numerous iterations, yet a variety of theories still exist today
without agreement on which is the right way to approach a problem. Some major theories such as
consequentialism [25] posit that the best action is one that maximizes overall happiness and minimizes
suffering. Others, such as deontology [26] define norms that allow or prohibit certain actions. Famously,
deontological ethicist Kant said that “Act in such a way that you treat humanity, whether in your own
person or in the person of any other, never merely as a means to an end, but always at the same time as
an end.” [27]. A third theory gaining traction is virtue ethics [28]. Unlike utilitarianism2 that prioritizes
the utility of an action, and deontology that prioritizes moral norms, virtue ethics emphasizes virtues
or high competence in the moral character of a person. There are other ethical theories such as moral
particularism [29] that seek to perform case-based reasoning. These ethical theory descriptions are by
no means exhaustive, and we point the reader to other variants of these theories in [25, 26, 28, 29].

Several ME researchers have proposed and justified utilizing a version of these ethical theories.
Compson [30] argues for the development of Compassionate AI for healthcare applications, based on
the virtue of compassion. Singh [31] automated Kantian ethics using Dyadic Deontic Logic, which in
turn can be included in an AI. Linarga et al. formalize utilitarian principles [32] and combine it with
duty-based formalism to perform ‘epistemic reasoning’. There are several similar propositions that
leverage an ethical theory to develop or motivate the development of artificial moral agents (AMA).
Disagreement on moral theories is not stopping researchers in the field from trying out different ways
to develop an AI with an ethical capacity. This, of course, does not answer the question of why should
we implement AMAs when we ourselves do not agree on an ethical theory? One way to think about
this is perhaps to perceive ethics as a continuous process of self and societal improvement. Ethical
theories exist in different forms and evolve into something else as they encounter new challenges3.

4. The Ethics in AI Alignment

Research in AI alignment operates on several fronts, and is particularly invigorated in the context of
reinforcement learning (RL). The connection with ethics is rather weak.

2a version of consequentialism that views consequences in terms of a numerical ‘utility’ of an action.
3This does not suggest that ethical theories possess autonomous agency or some form of ethical determinism. Instead, it
indicates that philosophers are advancing the discourse through critique and debate, thereby enhancing theories that have
been developed over centuries.



Some of the main issues within the RL scope are reward hacking, goal misgeneralization, and reliance
on human feedback. Reward hacking typically occurs in reinforcement learning algorithms, where,
rather than behaving as per human intentions, an agent takes advantage of proxy rewards and scores
proficiently. A dire consequence of such behavior is exemplified in the famous paper-clip thought
experiment [33]. On the other hand, goal misgeneralization occurs when inductive biases in training
could result in proxy objectives, thus resulting in poor performances in the testing phase [34].

Let us briefly examine the effect of human feedback on AI systems. Modern LLMs are heavily reliant
on human feedback using a technique known as reinforcement learning from human feedback (RLHF).
The human evaluators provide chat models with alternate answers that are in turn used as rewards to
train an RL model. Since this section focuses on the ethics in AI alignment, we discuss below some
normative aspects [35], rather than the technical aspects we just described.

Gabriel [35] clarified the value alignment question as: “For the task in front of us is not, as we might
first think, to identify the true or correct moral theory and then implement it in machines. Rather, it
is to find a way of selecting appropriate principles that are compatible with the fact that we live in a
diverse world, where people hold a variety of reasonable and contrasting beliefs about value”. Since
there is no moral agreement, Gabriel finds inspiration in the field of political theory. Through processes
such as collecting overlapping consensus, Universal Human Rights principles, choosing behind a ‘veil
of ignorance’4, or using a democratic process. RLHF, as discussed earlier, is an example of an effective
technique that collects human feedback in terms of rewards to align LLM responses to human consensus.
In this case, value alignment is achieved through the collection of overlapping consensus.

In their systematic review of Bidirectional Human-AI alignment, Shen et al. [37] consider pluralistic
perspectives from human individuals and societal groups whose values AI should align with. They argue
that pluralistic alignment, grounded on social choice theory, is more appropriate than a one-size-fits-all
true moral theory. They leverage the “Schwartz Theory of Basic Values” which categorizes values based
on Sources (individual, social, & interactive), and, Types (self-enhancement, self-transcendence, conser-
vation, openness to change, & desired values for AI tools). For example, a value such as supportiveness
may stem from a social perspective, while also belonging to the self-transcendence category of values.
Such values could be integrated in the dataset, or during the learning and/or inference stages. The
models are typically evaluated either using human-in-the-loop evaluation, or automatic evaluations
using simulated human behaviors [37]. These represent two significant examples from the AI alignment
literature and these value definitions are not exhaustive. There are, in fact, other variants and definitions
besides the ones outlined here [16]. Nevertheless, a majority of these theories are derived from the
social sciences and prioritize human consensus as a means to align AI.

5. Discussion

We claim that neither ME nor AI alignment is closer to securing ethical behavior from AI agents.
Additionally, we can identify some problems with AI that prevent the realization of ethical theories.

AI, in its current form, can be argued to be utilitarian (a form of consequentialism), by design. In
supervised learning, an objective function is optimized to maximize accuracy or minimize error in
predictions. While in reinforcement learning, a reward function is maximized to ensure that an RL agent
chooses the best actions in a state. Utilitarianism, while being a good prospect in some applications
such as making decisions based on triage in disaster response, has some drawbacks, especially when
other factors carry more weight than consequences [38, 39]. However, despite the utilitarian nature of
AI, one can technically integrate moral norms, include constraints, and motivate ethical choices.

There have been some interesting implementations of ethical theories using AI. On a small scale
based on toy problems, Rodriguez et al. developed a multi-objective RL algorithm to enforce ethical

4The ”veil of ignorance” is a conceptual framework for ethical reasoning introduced by philosopher John Rawls [36] in his
exploration of social justice. It asserts that when formulating principles of justice, decision-makers should envision a situation
in which they lack knowledge of their own personal attributes, including social status, economic resources, abilities, gender,
race, or any other distinguishing characteristics.



goals in a Public Civility game [40], with one of the objectives being the ethical one. Similarly, Stenseke
[23], and Vishwanath and Omlin [41] combined neural networks and RL to develop virtuous agents.
These experiments, while lacking further investigation into large-scale real-world problems, were a
good starting point with solid ethical foundations. However, there have been works on a larger scale,
such as [42], [43], and [21], which used LLM with/out RL to develop agents that made ‘ethical’ choices
in text-based scenarios.

The more one expands sandbox simulations, the more issues with models are revealed, because the
real world is chaotic and larger models exacerbate known issues such as bias and explainability [44].
Returning to integrating ethical theories, we discussed functional morality as a way to envision moral
agency in artificial agents. However, this does not mean we dilute our expectations of AI in terms of
deliberating on ethical dilemmas, reflecting and improving on past decisions, explaining why it works,
and accounting for all morally salient scenarios. These aspects are crucial to an ethical machine, and
current implementations, especially on a large scale, do not live up to them [45]. While, to be fair, ME
is a relatively new field and modern AI technologies are limited and do not work like humans, it is still
necessary for both philosophers and AI researchers to deliberate further about these gaps, establish
better standards, and go beyond merely following a moral code.

On the AI alignment side, there are several issues with human values and consensus: 1) determining
which groups to include and exclude, 2) dynamically changing values as they evolve, 3) explainability
of values, and, 4) geopolitics [37, 16]. Depending on the application, knowing which groups to include
or exclude could determine an AI system’s bias towards selected groups. This could prove catastrophic
when AI systems make harmful decisions against marginalized communities. Next, values change and
evolve with time, new technologies, new realities, etc. Training and retraining AI models based on
dynamic values is challenging, as they require newer data, evaluators, evaluation metrics, and more
energy. Deciding whether to and when to upgrade is a crucial decision, and the question remains as to
who makes these decisions.

Coalescing values from consensus also gives rise to new values and hence requires a suitable de-
scription. Also, describing the new values expressed by an AI is also a challenge, given the size of
modern AI and exacerbated explainability. Finally, geopolitics also plays a part in determining shared
human values. Of course, one could point to shared values determined by the United Nations. However,
these values are static and do not change very often. While geopolitical situations can be stable for
a few decades, they can be extremely volatile for a few months. It is challenging to match up human
consensus to rapidly evolving geopolitics. This tells us that human consensus alone is not sufficient, and
more insight from moral frameworks could be useful in avoiding some of the drawbacks. For example,
integrating norms using logical definitions or allowing agents to uncover ethics for themselves based
on the environment might be suitable alternatives to using human consensus alone.

We briefly outline our comparison of the fields in Table 1.

6. Summary

Machine ethics and AI alignment are two disparate research fields, while also intersecting in certain
places. Some contributions claim to be both ME and AI alignment research. For example, the creators
of Delphi [21] developed a model that predicts the moral judgments of US participants based on the
philosophy of John Rawls (Section 4). Lamberti et al. [45] analyzed Delphi and claimed that “First of
all, the authors claim to rely on Rawlsian theory, but they leave out the meaning of “justice” and its
requirements” which is a “significant missed opportunity”. A similar criticism was leveled towards
the MACHIAVELLI benchmark [42], which is a tool to train LLMs to behave a certain way, as lacking
philosophical justification towards their definitions of disutility and power-seeking. Lamberti et al.
[45] advocate for further interdisciplinary and transdisciplinary collaboration between ethicists and
computer scientists.

ME researchers have operationalized AI to implement ethical theories, as one of the techniques
apart from logical methods and formalizations. While AI alignment researchers have argued for the



Machine Ethics AI Alignment
Research Goal Enabling ethical decision-making capa-

bilities in machines for good behavior
towards humans and other machines.

Ensuring that AI is aligned with
(shared) human values.

Similarities Both fields aim to develop ethical artificial intelligence, albeit with different
methodological frameworks.

Differences Mostly grounded in moral philosophy
and focuses on AI agents. Moral
agency enables an agent to derive
moral principles from its environment
using bottom-up approaches.

Values are often derived from con-
cepts in political philosophy, such as,
overlapping human consensus, and so-
cial choice theory, to engineer value-
aligned AI agents/systems.

Advantages AI is implemented as a moral agent,
capable of recognizing morally salient
features in its environment, and mak-
ing morally commendable decisions.

Due to a lack of agreement on moral
theories, overlapping human consen-
sus and democratic processes can be
useful to guide AI behavior.

Disadvantages Lack of consensus on moral theories,
with existing implementations often
failing to comprehensively realize their
principles.

Dependence only on human values
may exacerbate biases stemming from
the inclusion or exclusion of specific
values, while the fluid nature of human
values—subject to sociocultural, tempo-
ral, and individual influences—necessi-
tates continuous and prompt updates.

Table 1
A summary of the fields: machine ethics and AI alignment.

importance of human values due to the lack of consensus among ethical theories. A reason AI alignment
researchers steer clear of ethical theories is this exact reason: such treatises are sophisticated, and are
based on years, if not decades, of deliberation and reflection on what it is like to be a good human
being. The problem for ME researchers is to deconstruct these complex theories while for AI alignment
researchers, to effectively translate human consensus to an AI algorithm. It is plausible for us to
speculate that in time the disciplines will be clearly delineated, but for now there is a need for both
fields.

Declaration on Generative AI

We have not included any material created with the help of Generative Artificial Intelligence tools.
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