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Abstract 
Assessing semantic similarity between texts of different length, such as questions and their extended 
answers, remains challenging in natural language processing. This study investigates whether topic 
modelling, specifically BERTopic, can effectively capture semantic similarity in such cases. The 
EFCAMDAT corpus, a large-scale dataset of learners' written texts, was used for experimentation. The 
research addresses two key questions: (1) Do students' texts correlate with the questions they are asked? 
(2) How does this correlation vary across different levels of foreign language proficiency? The findings 
indicate semantic similarity between questions and answers can be identified using topic modelling. 
Keyword analysis confirms a correlation between the examined elements; however, the method for 
determining semantic similarity still requires further refinement to improve accuracy. 
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1. Introduction 

Text semantics evaluation is a strategic area of linguistics for both linguistic theory and natural 
language processing (NLP). It belongs to AI tasks related to understanding texts in different 
languages, on the one hand, and, on the other hand, to solving the problem of the lack of processed 
data in low-resource languages and domains by developing Model Transfer Learning. 

Semantic analysis, or the process of recognizing the semantics of a text and establishing 
relationships between words, phrases, sentences, paragraphs and texts by their language-
independent meanings, is an important component in various NLP tasks, such as sense recognition 
[1], text summarization [2], short text evaluation [3], determining the degree of semantic similarity 
between texts [4], text classification [5], clustering of text documents [6, 7], Cross-lingual Transfer 
[8, 9], etc. 

The research proposes to focus on assessing the semantic similarity of texts through topic 
modelling. It is the first step in the search for a formalised unit of meaning that unites texts of 
different sizes (in our case, questions for English as a Foreign Language (EFL) learners and answers 
provided by students with varying language levels from the EFCAMDAT corpus) and a tool that 
allows us to evaluate the results of condensing meaning into a single phrase or even a word, and vice 
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versa, expanding an idea into a whole text while retaining its main idea. This can be the basis of the 
Transfer Learning Model for low-resource languages and domains, in particular for Ukrainian. 

We hypothesise that meaning transfer can occur between languages, within a language, its 
stylistic layers, or between common language and professional domains. Thus, if 100 people answer 
the same question, their answers can be reduced to the essence of the question, i.e. a single element 
of meaning. The research aims to test how to determine that given texts refer to one question since 
the answers to this question must have something in common - the elements of meaning we are 
looking for. 

To solve this problem, we use the Topic Modelling method of the modern large language model 
BERT. As a research material, we use the EFCAMDAT corpus of English texts, which contains 
answers to questions from learners of English as a second language (L2). This study compares texts 
of different lengths to one topic. The questions in the EFCAMDAT corpus are examples of short 
texts, and we call them text-questions or simple questions. Student answers are examples of long 
texts, and we call them text-answers or answers. We expect the topical modelling method to show 
us the correlation between the corresponding text-questions and text-answers. We assume that 
questions are topics and answers are texts that correspond to these topics. Hence, the BERTopic 
model should match answers and questions with some minimal error. In this way, we want to answer 
the research questions: 

1) Do students' texts correlate with the questions they are asked?  
2) How does this correlation occur at different levels of foreign language proficiency? 

2. Related Work 

The main objective of semantic similarity is to measure the distance between the semantic meanings 
of a pair of words, phrases, sentences, or documents [4]. Semantic similarity is a metric defined over 
a set of documents or terms, where the idea of distance between items is based on the likeness of 
their meaning or semantic content as opposed to lexicographical similarity [10]. We used it to 
estimate the strength of the semantic relationship between units of language (words), concepts and 
texts, through Topic Modelling obtained according to the comparison of information from the texts, 
which are answers to the same question. But it is noted that the term semantic similarity usually 
includes only the ‘is a’ relationship. In that case, we can also use the notion of 'semantic relatedness' 
[11]. Defining semantic relatedness also requires understanding the lexical hierarchy [11], using the 
concept of the lexical-semantic field [12, 13] and methods of measuring it [14]. Lexical semantics is 
also related to concepts such as connotation (semiotics) [15] and collocation, a specific combination 
of words that can be or often surround a single word. 

In addition, words in the language are combined non-compositionally to form multi-word 
expressions (syntagms), whose meaning cannot be derived from the standard representation of their 
components [16]. Thus, for many domains or languages, it is also essential to have not only cross-
linguistic representations of individual words but also to compose them into correct embeddings in 
phrases, sentences, and other high-level cross-linguistic representations [17, 18]. 

The method of Topic Modelling of texts is relevant today and has great potential for improving 
the transfer learning model for low-resource languages and domains. However, topic modelling 
methods such as latent Dirichlet allocation (LDA), latent semantic analysis (LSA), or keyword 
extraction technique KeyBERT are not suitable because they are based on the “bag of words” 
principle. Keywords alone are insufficient to solve the task of correlating text with a topic (question). 
It is necessary to account for the size of the context so that the weights are proportional [19]. 
BERTopic is better indicated because it's a model considered the most contextualized due to TF-IDF 
methodology [20, 21]. 

Semantic analysis also involves identifying features specific to certain linguistic (professional 
domains) and cultural contexts as far as possible. We see opportunities for semantic analysis of these 
features through cross-linguistic comparison of the scope of lexical and semantic fields of individual 
concepts. We consider this a novel approach to the task of cross-lingual transfer.  



3. Materials and Methods  

3.1. Materials 

The material for the study is the EFCAMDAT [30] corpus [22], which consists of students' answers 
on questions asked. The students come from all over the world and study English as a foreign 
language (L2). They may have different CEFR levels (A1, A2, B1, B2, C1, C2). The corpus was first 
released in July 2013.  

The EFCAMDAT corpus is an open-access corpus of student work submitted to Englishtown, an 
online school from EF Education First [31]. The entire Englishtown course offers 16 levels of 
language proficiency according to common standards such as TOEFL, IELTS and the Common 
European Framework of Reference for Languages (CEFR) [23].  

The EFCAMDAT corpus consists of scripted writing tasks on a specific question at the end of 
each lesson. The EFCAMDAT corpus does not have direct information on L1 proficiency, so 
nationality is the closest proxy for L1 proficiency. EFCAMDAT contains data on students of 198 
nationalities. The answers of Ukrainian students make up less than 1%, namely 0.11% of the total 
number of answers. 

For this study, we used the data collected for the second release in September 2017, which contains 
1,180,310 scripts (with 7,126,752 sentences and 83,543,480 tokens) written by 174,743 students. This 
text corpus includes information on learner errors, parts of speech, and grammatical relationships. 
All tasks were evaluated by English teachers. Currently, EFCAMDAT contains teacher feedback for 
66% of the answers [24].  

As materials, the questions and a certain number of students' answers to these questions were 
taken from the EFCAMDAT corpus. We assume that the questions are topics and the answers are 
texts corresponding to these topics. At each level, we have 24 questions (except for C2, where the 
number of questions is 8).  

3.2. Topic modelling methods 

First, we use the LDA method to compare the student answers’ Topic Modelling to the manual 
thematic distribution of questions. The LDA method is applied to a BOW representation: information 
on the frequency of words is exploited, but their contexts are lost [25, 26]. 

To match students' text-answers to the studied text-questions, we used the Topic Modelling 
methods of the Modern BERT large language model. ModernBERT is a modernized bidirectional 
encoder-only Transformer model (BERT-style) pre-trained on 2 trillion tokens of English and data 
with a native context length of up to 8,192 tokens. ModernBERT’s native long context length makes 
it ideal for tasks that require processing long documents, such as retrieval, classification, and 
semantic search within large corpora. The model was trained on a large corpus of text and code, 
making it suitable for a wide range of downstream tasks, including code retrieval and hybrid (text + 
code) semantic search [21]. 

For topic extraction, we used BERTopic method, which is based on the TF-IDF statistical matrix 
and takes better account of contexts than LDA and other topic modelling models [27, 28]. BERTopic 
[32] generates document embeddings with pre-trained transformer-based language models, clusters 
these embeddings, and generates topic representations with the class-based TF-IDF procedure. The 
semantic properties of Text embedding representations allow the meaning of texts to be encoded in 
such a way that similar texts are close in vector space.  

BERTopic generates topic representations in three steps. First, each document is converted to its 
embedding representation using a pre-trained language model. Then, before clustering these 
embeddings, the dimensionality of the resulting embeddings is reduced to optimise the clustering 
process. Finally, from the clusters of documents, topic representations are extracted using a custom 
class-based variation of TF-IDF [20]. 

To find the best clusterisation model for EFCAMDAT corpus, we first tested BERTopic methods 
on the 20NewsGroups [33] dataset, a classic example of topic modelling, one of the three datasets 



used to validate BERTopic. 20NewsGroups contains 18,846 news items from English-language 
forums. This dataset was pre-processed using Galileo [34] by removing punctuation, lemmatisation, 
and stop words, as well as removing documents containing less than 5 words and empty messages, 
which amounted to 1,163 messages. The number of analysed articles after cleaning was 17,734 
articles in 20 thematic categories. 

Our results for Topic modelling of this benchmark 20NewsGroups align with those reported in 
[27, 28]. In addition, BERTopic demonstrated good coherence and accuracy in formulating topics 
using 4 keywords compared to topic titles in 20NewsGroups. Although the BERTopic model does 
not currently have the best results in terms of CV (topic coherence) and TD (topic diversity) metrics, 
according to [29], it is among the three most accurate and fastest models.  

It should be noted that, when testing BERTopic on the benchmark 20NewsGroups, the first topic 
is “Topic -1”, which groups texts that have not been assigned to any of the topics, the so-called 
outliers. That's why we set the distribution to 20 topics (with and without outliers) and 21 topics 
(with and without outliers) to compare the results with the distribution marked in the benchmark. 
We also gave the texts the option to be divided into an automatically determined number of topics 
and obtained the following results: 

1) The division into 20 topics with outliers (Topic -1) refers to emissions of almost 40%-50%, and 
sometimes 60% of articles from each topic. 

2) The division of 21 topics, i.e. 20 topics without outliers (Topic -1), assigns different texts to 
the relevant topics with high confidence. 

3) Many proposed topics (Labels) of the 20NewsGroups benchmark coincide with one Topic, 
which is appropriate for close topics related, for example, to computers (5 labels) or sports (2 
labels). In our results, combining space technology with cars and motorcycles or atheism with 
religion and politics is possible. However, in the distribution of 20 Topics with outliers, the 
topics were more clearly identified by the Top 4 keywords than those of 21 Topics without 
outliers. Although distributed with outlier, all other topics have a more accurate 
characterization by 4 keywords corresponding to the specified topic than when distributed 
into 21 topics and without outliers. 

4) In addition, the 20NewsGroups benchmark was analysed with the BERTopic model, using the 
previous generation MiniLM vectorizer compared to vectorizer of ModernBERT. The results 
were similar to the previous ones, with about a third of the documents for each label 
belonging to Topic -1 (outlier) divided into 20 topics. However, when divided into 21 topics, 
the documents were more accurately grouped into separate Topics. 

Thus, we concluded that the best distribution for Topic analysis of the EFCAMDAT corpus using 
BERTopic should be 25 topics at A1-C1 levels and 9 topics at C2 levels, so that the topics outside of 
the Topic -1 outliers correspond to the distribution of the data to questions in terms of number. 

4. Experiment 

This section describes the results of experiments with EFCAMDAT corpus in the second release of 
2017. Firstly, we clean and preprocess the texts. Then, we compare LDA-based topics with manually 
chosen ones.   Finally, we run BERTopic model to evaluate semantic similarity between text-answers 
and text-questions. 

4.1. Preparing corpus EFCAMDAT for the study 

For levels B1-C2, the study was conducted on the entire data set. Since the number of answers at the 
lower levels A1-A2 was too large, the topic analysis was conducted on a random subset evenly 
selected for each question. In Figure 1, you can see an example of the stratification validation of the 
proportional random selection of the answers’ number for level A1: 
 



 
Figure 1: Proportional random selection of the number of answers to questions within level A1. 

At the B1 level, some broken lines were removed, which allowed to obtain a more accurate Topic 
Modelling result. 

In data preparation, the texts were comprehensively cleaned: removal of empty answers, lower-
case conversion, deletion of non-Latin characters, removal of stop words, including auxiliary verbs. 
We also cut off answers with poor scores from teachers, i.e. those that received a score below 64 on 
a 100-point scale. The number of answers remaining after the cleaning is presented in Table 1. 

Table 1 

Quantitative results of EFCAMDAT corpus cleaning  

Level Nb of 
questions 

Nb answers Nb answers 
after cleaning 

Rejected  
answers, % 

C2 8 1,940 1,843 5% 
C1 24 14,689 14,248 3% 
B2 24 61,301 59,358 3% 

B1 24 168,138 163,066 3% 
А2 24 307,603 163,101 47% 
А1 24 625,255 163,205 74% 

Total 128 1,178,976 564,821 52% 

4.2. Topic modelling of EFCAMDAT by LDA 

The LDA model was created using Gensim [35], a Python library for topic modelling, where we set 
the number of topics depending on how many topics the questions were manually divided into at 
each level of the EFCAMDAT corpus. LDA is trained directly on our EFCAMDAT data. 

All the answers in the EFCAMDAT corpus are grouped into subsets that correspond to 128 
questions at a particular level of proficiency. There are no common questions across levels. We have 
also manually identified 10 topics based on questions and indicated at which levels they are, as you 
can see in Table 2. 

Table 2 

Manually identified topics, under which 128 EFCAMDAT questions are grouped 

№ Themes / Levels  А1 А2 В1 В2 С1 С2 

1 Family + + + 
 

+ 
 

2 Business 
 

+ + + + + 

3 Travel + + + 
 

+ + 

4 Goods + + + + 
  



5 Feelings + 
 

+ + + + 

6 Habits + + + + + + 

7 Learning / Language Training 
 

+ + + 
 

+ 

8 Party + + + + 
  

9 Home + 
  

+ + 
 

10 Health 
 

+ + + + 
 

 
Total correspondences: 7 8 9 8 7 5 

 
Using the LDA method, we analysed only levels B1-B2 to see if the approach would be effective 

for the entire data, taking into account some system slowdowns and redundancy in levels A1-А2. 
LDA was run in 20 passes with preliminary lemmatisation. We obtained the top 10 words for each 
topic, a visualisation of the top 30 words, and metrics that can be seen in Table 3: 

Table 3 

LDA model metrics 

Metrics B1 B2 
Coherence Score 0.67 0.60 
Nb of answers 168293 61311 
Vocabulary size 45841 27820 
Average answer length 39.57 56.06 

 

According to the comparison results, the word-topic coherence index is almost the same for both 
levels and is around 0.6: B1 = 0.66; B2 = 0.59. However, the number of answers at level B1 is 2.74 
times higher than at level B2. Therefore, the size of the vocabulary is 1.64 times larger at level B1 
than at level B2. At the same time, the length of an answer is 1.4 times longer at B2. 

Based on the results of the Topic analysis, 10 keywords were also selected using the LDA method 
for each of the 9 topics at the B1 level and 8 topics at the B2 level. Their weight indicates how specific 
and relevant a word is to a given topic compared to other topics.  

The keywords were ranked according to their weight and importance within the topic, as can be 
seen in Figures 1 and 2. A comparison of keywords for the same topics for B1 and B2 shows that at 
B2, the top 10 words are better when matching manually selected topics. 

 
Figure 2: Key words for the 9 topics of the B1 level. 



 
Figure 3: Key words for the 8 topics of the B2 level. 

The full probability distribution (Figures 2, 3) for all topics for each answer allows to see how 
much the answer is related to each topic, not just the dominant one. 

According to the results of the LDA thematic analysis, the coherence of answers with the topics 
that were manually selected is higher at the B2 level (68.84% to 91.25%), compared to the B1 level, 
where the coherence is quite low (starting at 22.96%, exceeding 60% in only 3 cases and reaching a 
maximum of 75%). 

For example, at the B2 level, it is interesting to note the selection of Topic 0, which shows high 
coherence (90.35%) and, based on the lexical composition of 10 keywords, can be attributed to the 
topic Business selected manually.  

However, according to the graphs in Figure 4, where this topic is represented by circle 3 and the 
distribution of vocabulary by 30 keywords, we see that this topic is divided into several lexical and 
semantic fields that do not even overlap. 

 
Figure 4: Intertopic Distance Map for level B2. 



Thus, we conclude that 
1) At level B1, the thematic distribution does not correspond to the 9 manually identified themes 

per question, in contrast to level B2, where we can correlate some of the themes that were manually 
identified with the LDA distribution of 8 themes. 

2) The visualisations do not always correspond to the given topic numbering id, but they allow 
us to expand the range of words that are relevant to a topic. 

4.3. Topic modelling of EFCAMDAT by BERTopic 

Topic modelling was done using Google Colab for all language levels A1-C2 of the EFCAMDAT 
corpus. We used the ModernBERT-base [36], which has 22 layers and 149 million parameters. The 
all-MiniLM-L6-v2 was used as a vectorizer for embedding, which provides a good balance between 
quality and processing speed. To calculate the probability that a certain themes are present in the 
document, the HDBSCAN model was used at the clustering stage. 

4.3.1. Automatic detection of topics in EFCAMDAT with BERTopic 

In the first step of Topic Modelling, we did not limit BERTopic to the number of topics found so as 
not to limit our ‘horizons’. 

The results of the topic analysis were presented in the form of 

 clouds of answers by topic 
 hierarchical classification of topics 
 a map of distances between topics 

As a result, the following number of Topics were identified, which correspond to a certain number 
of EFCAMDAT questions, as we can see in Table 4: 

 
Table 4 
The number of selected Topics in the automatic topic modelling of BERTopic 

Level Nb of 
Questions 

Nb of 
Topics 

А1 24 732 
А2 24 506 
В1 24 284 
В2 24 136 
С1 24 83 
С2 8 17 

 
The difference in the number of Topics for the same number of Questions by level is explained 

by the different number of answers, which increases with the lower levels, especially A1-A2.  
The resulting visualisations form rather dense areas of topics, which are close to each other, as 

we can see in Figure 5. Hence, we can assume that these are the semantic fields of the topics set in 
the themes, which are revealed in the students' answers. 



 

Figure 5: Visualization of the automatic topic distribution of B2 level and a list of topic names 
presented as Top-3 words. 
 

Comparing the results of the analysis between levels is complicated by the fact that the topics 
assigned to students at A1-C2 levels do not match. Accordingly, the grouping of topics according to 
BERTopic modelling does not correspond to the Topics that we identified manually in Table 2. 

For example, in Figure 6, red and turquoise groupings at A2 are probably answers to themes: 
‘A2|Writing a resume’, which we assigned to the topic ‘Yourself|Family’ rather than to the profession, 
which we did not even select, or ‘A2|Complaining about a meal’, which was assigned to the general 
topics ‘Food or Feelings’, but does not convey an associative connection with the topic of restaurants, 
which was also not selected in the 10 topics selected manually. 

 

 
Figure 6: Automatic topic distribution of A2 level. 



Since there is no direct correspondence between the manually selected topics and questions, the 
automatically obtained clusters of topics correlated with the questions can likely lead to another set 
of topics based on the semes and sememes from lexical and semantic fields. 

4.3.2. Identifying 24 and 25 questions in EFCAMDAT by BERTopic 

EFCAMDAT answers were divided by BERTopic into 24 topics according to the number of questions 
at A1-C1 levels. At C2 level, we divide them into 8 topics according to the number of questions. 

Then, we correlated the questions of EFCAMDAT with the BERTopics. Considering that 
BERTopic a priori allocates Topic -1 for outliers, we also divided answers into 25 topics at A1-C1 
levels and 9 topics at level C2 level, with and without outliers. 

At this stage, we conduct a quantitative analysis of the Topic Modelling by BERTopic: 

 Determine the number of answers for 24 topics identified by Modern BERT and check the 
quantitative ratio of topics to answers. 

 Check whether all answers in the topics are included in the topics, and vice versa; 
 Calculate the correlation between the answers and one of the Modern BERT topics. 
 Find out if there is an error and what it depends on. 
 Compare the analysis data between levels. 
 Visualise the results. 

In the third final step, we perform a qualitative analysis of the distribution of the maximally 
cleaned EFCAMDAT: 

 Create correlative matrices of Themes and Topics for each level. 
 Compare the Topic names defined by 4 keywords from Themes and 10 and 100 keywords 

from Topics. 
 Determine what has a greater impact on the correlation of the text with the given topic. 

5. Results 

The distribution of answers to EFCAMDAT questions by BERTopic is not homogeneous, as can be 
seen when comparing the results of the quantitative analysis by levels: 

1) Level C2: only 2 Topics out of 8 have an accuracy exceeding >98%, 3 Topics >60%, 1 Topic 
>50%. There are no leaders at this level, as Topic 2 (Topic 0) is >90% and Topic 4 (Topic 2) is 
>90% for 1 question. 

2) Level C1: 3 topics out of 24 have an accuracy of >90%, 4 topics >85%, 7 topics >50%. Topic 2 
(Topic 0) is in the lead with >90% = 3 questions, >50% = 2 questions. 

3) Level B2: 6 topics out of 24 have an accuracy of >90%, 7 topics >85%, 9 topics >50%. Topic 2 
(Topic 0) is in the lead with >90% = 4 questions, >80% = 2 questions, >50% = 5 questions. 

4) Level B1: 11 topics out of 24 >90%, 14 topics >85%, 2 topics >82%, 7 topics >50%. Topic 2 
(Topic 0) is the leader with >90% = 7 questions, >80% = 3 questions, >50% = 6 questions. 

5) Level А2-A1 data were truncated by 52% and 74%, respectively, so we consider them 
unsuitable for quantitative analysis. 

The distribution of topics by level is not homogeneous: at the lower level B1, there are more 
questions that correlate with answers by more than 90% compared to level C1.  

However, at the same level B1, there are more topics that overlap with each other than at level 
C1. In Figures 7 and 8, we can see that answers to different questions overlap in Topic 0, while at 
level C1, there are far fewer such overlaps. 



 
Figure 7: Heatmap B1 - questions EFCAMDAT vs assigned topics BERTopic. 

 

Figure 8: Heatmap C1 - questions EFCAMDAT vs assigned topics BERTopic. 

This is also confirmed by the percentage of answers that relate to Themes compared to Topics 
and is clearly visible in the pie charts (Figure 9). 

 
Figure 9: Correlation of BERT topics with EFCAMDAT questions with >90% accuracy. 



The quantitative analysis has led to the following conclusions: 
1) The lower the level of language learning, the fewer words learners have to express the same 

idea accurately. The fewer words, the smaller the volume of the lexical and semantic field (LSF) for 
one concept. That is why words from different lexical and semantic fields are used when revealing 
Themes in lower levels. Thus, Topics, which are clearly more than 24, can overlap for different tasks, 
which is also confirmed by the BERTopic distribution.  

2) The uneven distribution of Topics may also depend on the wording of the task: more general 
questions are distributed to a larger number of Topics than more specific ones and vice versa. 

3) In most cases, the composition of the top 4 or top 10 keywords in the answers allows us to 
understand which Theme they relate. This confirms the hypothesis that a question can be reduced 
to a single concept and it can be represented by a single word, and then expanded to a lexical and 
semantic field of 4, 10 or even 100 keywords, that make up the concept and can be used in an answer 
on the same question. 

The latter conclusion is also confirmed by the results of the qualitative analysis, which we 
presented in the form of matrices (Figure 10), where the names of EFCAMDAT Topics are presented 
horizontally and BERTopics Topics vertically. At their intersection, we see the number of relevant 
answers that correlate Questions with Topics, and the names of the 4 keywords of the latter can 
quickly indicate how close this correlation is. 

We propose to take the correlation matrix for level C1 in Figure 10 as an example. The same 
trends emerge from other levels with 24 topics and level C2 with 9 Topics. 

It should be noted that there is a small number of outlier responses, which, depending on the type 
of division into 24 or 25 Topics with outlier or no_outlier, varies between 5-8% depending on the 
level. However, there is a tendency for the final topics to have a much smaller number of answers 
than the first ones. At the same time, (Topic -1 outlier) is present in all variants of calculations for 
24 or 25 Topics with or without outlier. 

 
Figure 10: Correlation matrix for level C1: 24 Themes EFCAMDAT vs 24 Topics BERT. 

Regarding the comparison of the 24 and 25 Topics, despite the fact that the 24 Topics do not 
correspond in number to the EFCAMDAT questions, as Topic -1 includes ‘outliers’ that are not 
included in the themes, the 24 Topics have a clearer correlation with 4 Topics keywords and the 
wording of the Themes.  



For example, at the C1 level, in question 17.2441, Writing a campaign speech, the keywords include 
the word vote 0 (0_student_council_vote_student_president), which corresponds to the idea of a 
campaign speech in the question, but in the variant of the distribution on 25 Topics, this word is no 
longer in the Top 4 words. It appears at the 5th place in the Top 10 keywords [‘school’, ‘students’, 
‘student’, ‘president’, ‘vote’, ‘council’, ‘thank’, ‘best’, ‘better’, ‘university’]. 

The trend of a clearer correlation between Themes (questions) and Topics, when divided into 24, 
is also observed at all levels. 

6. Discussions 

The unequal distribution of topics can be explained by the fact that students with a lower level of 
language learning use fewer words when expressing their ideas. With fewer words, we obtain a 
smaller volume of lexical and semantic fields and a smaller number of Topics. 

We assume that this also corresponds to the very idea of BERT: the less diverse the vectors, the 
more homogeneous the clusters. 

7. Conclusions 

This research explored the potential of BERTopic to assess semantic similarity between questions 
and answers in the EFCAMDAT corpus. By treating questions as topics and student answers as 
corresponding texts, we aimed to determine whether answers maintain a semantic correlation with 
their questions and how this correlation varies across language proficiency levels. 

Our analysis revealed that BERTopic can effectively identify semantic links between questions 
and answers, with keyword analysis confirming a meaningful correlation. However, our results also 
indicate that topic modelling methods require further refinement to improve precision in 
determining semantic similarity. The comparison with the benchmark 20NewsGroups dataset 
demonstrated that topic distribution plays a crucial role in ensuring meaningful clustering. 
Specifically, our findings suggest that the optimal topic distribution for EFCAMDAT is 25 topics for 
A1-C1 levels and 9 topics for C2 levels, allowing a clearer mapping between student answers and the 
corresponding questions. 

Beyond its immediate findings, this study provides a foundation for further research into text 
meaning. The ability to extract core semantic units from texts of varying length has broader 
implications for transfer learning in low-resource languages, such as Ukrainian, as well as in domain-
specific applications. Future work should focus on refining topic modelling approaches to enhance 
their ability to capture nuanced semantic relationships and to reduce classification errors. 

By advancing methods for semantic similarity detection, this research contributes to the broader 
field of computational linguistics and NLP, offering new insights into how topic modelling can be 
leveraged for analysing texts. 
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