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Abstract
An increasing number of machine learning developers share research software online to support their scientific
investigations. In order to improve software findability, the scientific community has developed domain-specific
taxonomies. However, are these taxonomies appropriate for software classification? This paper explores this
question through a case study on Papers with Code, a popular platform where authors share their publications
together with their software implementations. We define and apply a comparative framework with state-of-
the-art text similarity techniques (TF-IDF, Sentence-BERT, CLIP), and we assess the level of overlap between
different software categories defined in the platform, based on the methods descriptions contained in them. Our
results show significant category overlap, which may limit the effectiveness of classification algorithms. While
community-defined categories provide a useful foundation, they may require refinement, such as subcategories
or refined definitions, to better capture interdisciplinary methods and improve classification accuracy.
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1. Introduction

In parallel with the adoption of the Findable, Accessible, Interoperable and Reusable (FAIR) guiding
principles [1], research software [2] has gained increasing recognition as a first-class research output [3].
Classification of research software is key for supporting findability, improving the discoverability of
software tools in scientific research, and promoting the reuse of existing solutions. With the exponential
growth in the number of software tools available, the process of finding the most appropriate and
relevant software has become more challenging for researchers [4].

A well-structured taxonomy is essential to ease software findability, as it provides an agreed frame-
work that organizes software into distinct common categories based on functionality, domain, or other
relevant characteristics. This ensures that both researchers and automated systems can effectively filter
and compare tools, making valuable research software easier to locate and apply in diverse contexts. To
this end, different communities have proposed various taxonomies [5, 6, 7] of their own for manual
or curated research artifact classification. However, it is often unclear whether the choice of selected
categories is appropriate for research software classification (i.e., are two categories too similar or
redundant?).

In this paper, we examine this issue through a case study on Papers with Code [7], a popular platform
designed to capture scientific articles and their corresponding implementations in the Machine Learning
domain. Papers with Code contains a crowdsourced software taxonomy with hundreds of different
software categories, which have been used to feed several existing methods for research software
classification [8, 9, 10, 11]. Our contributions include: 1) a methodology for evaluating the coherence
and separability of research software categories, including how the research software categories were
analyzed using text embeddings and clustering techniques; 2) the results of the case study, which aims to
address whether the level of noise in the categories affects their suitability for classification, highlighting
the extent of category overlap and its impact on clustering performance. The implementation of our
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Figure 1: Overview of our methodology, including steps for data preparation, vectorization, clustering
quality analysis with evaluation metrics and visualization. For each step we depict its corresponding
input and output.

analysis and dataset is available on GitHub [12]. 1

The remainder of the paper is structured as follows. Section 2 reviews existing approaches for
assessing category similarity and taxonomies for research software classification. Section 3 describes
the dataset, text embedding techniques, and clustering quality analysis metrics used to evaluate category
coherence. Section 4 presents the clustering quality analysis and visualization, highlighting both the
separability and overlap of community-defined categories. Finally, Section 5 summarizes our key
findings.

2. Related Work

Various tools have been proposed to assess category similarity in research software classification and
knowledge organization. Ontology alignment tools compare structured taxonomies through category
labels, descriptions, and hierarchical structures to compute similarity scores [13, 14]. Knowledge graph-
based approaches leverage structured data and embeddings to identify conceptual relationships between
research topics and software categories [5, 15].

Research software taxonomies help structure classification systems for retrieval and organization.
For example, the Computer Science Ontology (CSO) [16] has been proposed to structure scientific
publications and overlaps with software-related topics. The Software Ontology (SWO) [6] and Bio.tools
[17] provide domain-specific software categorization, particularly for biomedical applications using the
EDAM ontology [17].

More general taxonomies include Papers with Code [7], which categorizes software implementations
in Machine Learning and explicitly links research papers to their implementations [8]. Additionally,
Science Knowledge Graphs, such as the AI Knowledge Graph (AI-KG) [18] and OpenAIRE [19], con-
tain software entities but focus primarily on documenting relationships between scientific concepts,
publications, and datasets.

Despite these efforts, little work has systematically evaluated whether community-defined research
software categories align with natural groupings in category definitions. Existing taxonomies are often
created based on expert knowledge rather than empirical validation, raising questions about their
effectiveness for classification. This study aims to bridge this gap by assessing the coherence of research
software categories using text embeddings and clustering techniques.

3. Methodology

Figure 1 outlines the methodology by breaking down the different steps into data preparation, vector-
ization, clustering quality analysis and visualization. The goal of the methodology is to assess whether

1https://github.com/kuefmz/pow_categories/tree/main
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Figure 2: Data model and taxonomy of research areas and methods from Papers with Code.

a given set of research software categories (e.g., community-defined) provide a foundation for software
classification.

3.1. Data sources

We adopt the Papers with Code platform, which has emerged as a key resource within the research
community, particularly in machine learning and artificial intelligence. This platform integrates research
publications with their respective software implementations, offering a holistic approach that bridges
the gap between research and application. Their mission is: "to create a free and open resource with
Machine Learning papers, code, datasets, methods and evaluation tables."2

In addition, Papers with Code categorizes paper-code links manually into different categories. Due
to its popularity and widespread use, it provides access to a manually curated set of categories and
their descriptions, which is the focus of our study. This manual curation ensures the high quality and
relevance of categories, which significantly aids in exploring the research landscape.

3.2. Dataset

As shown in Figure 1, the dataset was collected following the data model shown in Figure 2 to create
the ‘Methods Dataset’. The dataset is organized around methods associated with specific research
areas (e.g., Computer vision, Natural language processing). Each entry in this dataset includes a
method name and a detailed description, annotated under a particular research area by the community.
This structured organization provides a taxonomy of methods, allowing us to examine whether these
community-defined categories naturally form coherent clusters when represented through textual
attributes.

The dataset contains 1,064 methods sourced from the Papers with Code platform. Each method
is categorized into a specific research area: Computer vision (665 methods), Natural language
processing (119 methods), Graphs (104 methods), Reinforcement learning (88 methods), Sequential
(53 methods), and Audio (35 methods). Each entry includes the name, description, and associated
research area of a method. The dataset was retrieved from Papers with Code on October 12, 2024, using
a publicly available JSON file.3

3.3. Vectorization

To convert textual attributes into numerical representations suitable for machine learning models, we
employ and compare three types of text embeddings:

• TF-IDF [20]: A lightweight approach for representing text by assigning weights to terms based on
their frequency within a document and across the dataset. Despite its simplicity, TF-IDF highlights
the most relevant terms within each document, which can help in identifying keywords.

• Sentence-BERT (SBERT) [21]: approach for generating dense, context-aware embeddings for
sentence-level text, such as abstracts and descriptions. By capturing semantic relationships within
sentences, SBERT provides a deeper understanding of the context and meaning of words relative
to each other, rather than treating them as isolated terms.

2https://paperswithcode.com/about
3https://production-media.paperswithcode.com/about/methods.json.gz
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• CLIP [22]: Originally designed for multimodal learning, CLIP’s text encoder can still generate
meaningful, contextually rich embeddings for textual tasks. By training on a vast array of web
data, CLIP has developed the ability to recognize complex language patterns and associations,
which is useful for handling diverse text data.

Comparing different embedding techniques is important because each technique captures seman-
tic information differently, which can significantly impact the performance and interpretability of
the clustering and classification tasks. These three techniques were chosen specifically because
they each address different aspects of textual representation: TF-IDF for term frequency-based key-
word extraction, SBERT for semantic understanding at the sentence level, and CLIP for capturing
broader, high-level contextual relationships. We used the following software versions in our exper-
iments to ensure reproducibility: sentence-transformers==3.1.1, transformers==4.45.1,
scikit-learn==1.4.1.post1. All experiments were conducted using Python 3.10.

3.4. Cluster quality analysis

Cluster quality analysis is conducted to assess the natural grouping of research software categories
based on their textual embeddings on the analyzed method names and descriptions. The goal is to
examine whether community-defined categories form distinct clusters when represented by textual
attributes such as method names or descriptions. Clustering quality is evaluated using the following
metrics:

• Silhouette Score (SS) [23]: Measures cluster separation based on the average distance between
clusters. The score ranges from −1 to +1, where higher scores indicate more distinct clusters.
A value close to +1 suggests that samples are well-matched to their own cluster and poorly
matched to neighboring clusters, while a value near 0 implies overlapping clusters. Negative
values indicate that samples may have been assigned to the wrong cluster.

• Calinski-Harabasz Index (CHI) [24]: Reflects the ratio of the sum of between-cluster dispersion
to within-cluster dispersion, with higher values indicating better-defined and more compact
clusters. The CHI is nonnegative and increases as the clusters become more compact and better
separated. Higher values generally imply that clusters are dense and well-separated, which is
ideal for clustering performance.

• Davies-Bouldin Index (DBI) [25]: Evaluates the average similarity ratio of each cluster with
the cluster most similar to it. The score ranges from 0 upwards, where lower values indicate better
separation and more distinct clusters. A DBI score closer to 0 implies low similarity between
clusters, suggesting effective clustering, while higher values indicate clusters that overlap or are
poorly separated.

These three metrics were selected for their complementary strengths in assessing clustering quality.
The Silhouette Score evaluates how well each sample matches its own cluster versus neighboring ones,
providing insight into cluster separation. The Calinski-Harabasz Index measures cluster compactness
and separation, indicating well-defined clusters with higher values. Finally, the Davies-Bouldin Index
assesses distinctness by evaluating similarity between clusters, with lower values reflecting minimal
overlap. Together, these metrics offer a balanced view of clustering performance by capturing separation,
cohesion, and distinctness.

3.5. Visualization

T-SNE [26], a dimensionality reduction technique, is used to visualize the embeddings and assess whether
the research software attributes align with the community-defined categories. These visualizations
provide qualitative support for the quantitative evaluation of clustering and classification by illustrating
the distinctiveness of each attribute in capturing category differences. By examining the visual clustering
patterns, we gain insights into how well the embeddings represent natural groupings, complementing
the quantitative metrics with a visual assessment of the category separability.
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Figure 3: t-SNE visualization of Sentence-BERT embeddings (Method descriptions), colored by research
area. Each method description is represented with a dot. The plot shows that some categories, such as
Audio and Sequential, form relatively distinct clusters in the t-SNE projection space. In contrast, cate-
gories like Graphs and Natural Language Processing show significant overlap. This visual pattern aligns
with our quantitative findings and illustrates that certain method descriptions use similar terminology
or concepts across categories.

4. Results

In this study, we define a coherent cluster as a group of method descriptions that are closely grouped
in the embedding space and belong to the same category, with minimal overlap with other categories.
This coherence is indicative of a well-separated and semantically meaningful category.

We used the dataset presented in Section 3.2 to determine whether community-defined categories, rep-
resented by method names and descriptions, form distinct clusters that may serve as a solid foundation
for future classification tasks.

Table 1 shows the clustering quality analysis over metric names and definitions, using different
embedding techniques. Method descriptions, particularly when embedded using Sentence-BERT, provide
better clustering of the community-defined research software categories than method names. The
Sentence-BERT embeddings for descriptions achieved the highest Calinski-Harabasz Index (67.37) and
the lowest Davies-Bouldin Index (3.56). However, the low Silhouette Scores across all embeddings
indicate weak separation between categories, suggesting that category boundaries may not be clearly
defined. This overlap likely reduces the classification signal, especially for categories such as Graphs and
Sequential, which show low inter-category distinction. These findings point to potential redundancy or
ambiguity in the current taxonomy. For example, a method used in Natural language processing (NLP)
may also be applicable in Computer vision (CV) when dealing with multimodal data that combines text
and images. Such examples highlight the challenge of achieving clear-cut clusters, as certain methods
are inherently versatile and cross-disciplinary.

Table 1
Clustering performance metrics for method names and descriptions using different embedding types. Metrics are
computed over six manually assigned research areas: Computer Vision, Natural Language Processing, Graphs,
Reinforcement Learning, Sequential, and Audio.

Embedding SS CHI DBI
Name Desc. Name Desc. Name Desc.

TF-IDF -0.10 -0.13 2.20 18.93 25.11 9.40
S-BERT -0.11 -0.01 6.96 67.37 21.54 3.56
CLIP -0.10 -0.08 6.31 19.18 10.66 6.15



The results indicate that while the current categories provide a starting point for classification
tasks, their effectiveness is limited due to significant overlap, which introduces noise and reduces
their reliability. This suggests that classifications in this space should be interpreted with caution, as
the boundaries between categories are not well-defined. Rather than relying solely on the existing
taxonomy, further efforts are needed to improve category definitions by incorporating clearer textual
descriptions and more representative examples. Such refinements may help mitigate ambiguity and
better capture the nuances of methods that span multiple areas, potentially enhancing classification
accuracy while acknowledging the inherent limitations of the current structure.

To further explore how well the categories are visually distinct, we applied t-SNE to the Sentence-
BERT embeddings of the method descriptions, as these achieved the best clustering performance based
on the Calinski-Harabasz and Davies-Bouldin indexes. The t-SNE visualization in Figure 3 shows that
there is some overlap between categories in certain areas, such as Computer Vision, which tend to form
dense clusters, suggesting that some categories are more distinguishable than others. Natural language
processing and Reinforcement learning show more dispersion, reflecting the challenge in categorizing
methods that may span multiple domains. Overall, the visualization provides additional insight into
the structure of the embeddings, illustrating both the strengths and limitations of the current category
definitions.

5. Conclusions and Future Work

Automated classification of research software is essential for improving findability and supporting
reuse, particularly as research outputs become increasingly available on the Web. In this study, we
examined whether community-defined categories in Papers with Code form distinct clusters that
align with natural groupings in the data. Our results indicate that some categories, such as Computer
Vision and Natural Language Processing, exhibit clear separation, while others, including Graphs and
Reinforcement Learning, show substantial overlap. This overlap suggests that classification based on
these categories may introduce noise, even when state-of-the-art methods achieve high performance.

Our clustering results indicate that while the existing taxonomy provides a useful foundation, its
effectiveness is hindered by ambiguous category boundaries. The presence of overlapping categories
suggests that certain research methods span multiple fields, making strict classification challenging.
Rather than relying solely on predefined categories, future classification efforts may explore refining
taxonomies by introducing additional subcategories or restructuring category definitions based on
empirical clustering results. Additionally, incorporating richer metadata, such as method usage context
and domain-specific relationships, may enhance classification accuracy. Furthermore, category refine-
ment may directly improve the usability of platforms like Papers with Code by offering more precise
filtering options for users. Incorporating subcategories or supporting multi-label assignments would
accommodate interdisciplinary methods, reducing misclassification and improving discoverability.

Our future work will evaluate the impact of category refinement on classification performance by
testing machine learning models under different category structures. Another direction is to investigate
methods for systematically identifying and resolving overlapping categories, such as hierarchical clus-
tering approaches or semi-supervised learning techniques that integrate expert feedback. More broadly,
improving research software classification aligns with the FAIR principles, particularly Findability, by
ensuring that software tools are categorized in a way that accurately reflects their purpose and function-
ality. Addressing these challenges will contribute to more reliable and interpretable research software
classification, supporting both automated discovery systems and the broader scientific community.

Declaration on Generative AI

During the preparation of this work, the authors used ChatGPT for grammar checks and rewording. After
utilizing these tools, the authors reviewed and edited the content as needed and take full responsibility
for the publication’s content.
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