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Abstract
This paper explores the potential of generative AI, i.e., Large Language Models, for processing FAIR Digital
Objects and enhancing their reusability assessment. By leveraging ChatGPT’s o3-mini model, the authors
propose a lightweight workflow of prompt-based operations that automates the resolution of persistent Handle
identifiers, extracts the corresponding metadata into structured key-value pairs, and evaluates the content. For
demonstration, we experimented with a detailed case study. We processed FAIR Digital Objects from different
domains using a series of targeted prompts, requesting ChatGPT to interpret the syntactic and semantic features of
the corresponding metadata elements. Through a set of competency questions, the preliminary results reveal that
while ChatGPT successfully indexes and analyzes most of the metadata content, challenges remain in the semantic
interpretation of record elements, fully automated resolving of non-URL based references, and targeted prompting
for optimizing the information content of the outputs. The findings underscore the potential of generative
AI-assisted methods to reduce manual effort, improve data reuse, and ultimately foster data infrastructures in the
spirit of FAIR Principles.

Keywords
FAIR Digital Objects, FAIR Principles, LLMs, ChatGPT

1. Introduction

The adoption and implementation of FAIR Digital Objects (FDOs) as a strategy to realize FAIR Principles
has potential to enhance interoperability and data reuse, facilitating the work for scientists by automation.
Despite substantial advancements in FAIR-compliant data infrastructures, inspecting, analyzing, and
effectively evaluating the reuse potential of FDOs remains challenging, mainly due to a lack of associated
machine-actionable decisions [1]. One problem in these aspects is the interpretation of the typed
information in the FDO that typically needs to be realized using proper operations. These operations
must be defined, implemented, and associated with the FDO types, which in turn are also often
insufficiently specified, or require a complex service infrastructure. However, each content of an FDO is
essentially text-based and often contains references to more text-based information, such as vocabularies
or landing pages. Although the initial effort to provide machine-interpretable information for FDOs
aimed to overcome the limitations of evaluating plain text content, large language models (LLMs),
which are a type of generative AI, have recently offered novel perspectives on processing text-based
information. [2].

ChatGPT [3] is currently one of the most recognized LLMs and may constitute a viable lightweight
approach for processing the contents of FDOs without the additional overhead imposed by conventional
processing methods.

In this work, we demonstrate the potential of using LLMs as a environment to process and evalu-
ate metadata contained in FDOs. To illustrate this, we present a case study that involves two FDOs from
the domains of digital humanities and energy research; we leverage ChatGPT’s o3-mini model, design a
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sequence of LLM prompts as a workflow, and evaluate the results using a set of competency questions.

2. Background and Related Work

The concept of Digital Objects was first introduced by [4] and later identified as being consistent with
the requirements of the FAIR principles [5], constituting a strategy for their implementation. This gave
rise to the FDO concept [6], with the potential to facilitate broader abstraction for interoperability
in data management [7]. Essentially, each FDO is a persistent, high-level representation of a digital
resource. Per definition, each FDO is assigned a Persistent Identifier (PID) that is registered at the
Handle Registry and resolves to an information record that constitutes the essential metadata of the
represented digital resource. However, as pointed out in [1], the machine-actionable capabilities of
FDOs depends on the provision of a framework that makes use of object-associated operations. Such
conventional FDO operation environments require a lot of overhead due to the standardization of types,
semantics, and the provision of a service infrastructure with interfaces [8]. Examples of such FDO
operation environments are described in [9, 10].

LLMs offer advanced capabilities in text understanding, generation, summarization, and semantic
interpretation, making them particularly suited for tasks involving metadata analysis and indexing [11].
For instance, GPT-based tools have been successfully applied in contexts such as automated document
summarization, metadata enrichment, and semantic classification of data resources [12, 13, 14]. Such
tools have the potential to significantly reduce manual workloads, increased metadata accuracy, and
facilitate deeper analytical insights. However, to the best of our knowledge, there currently exists no
systematic exploration and evaluation of GPT-driven methods for FDO analysis.

3. Case Study

We consider a case study for using ChatGPT to analyze and evaluate the content of FDOs that represent
digital resources from different domains. First, we are going to detail the structure of the metadata in
the FDO and its characteristics that makes it suitable for processing in a GPT model. We then propose
a prototypical workflow for prompting ChatGPT, and to evaluate its outputs by a set of competency
questions.

3.1. FAIR Digital Objects

We picked one FDO that was created as part of a project in energy research [15], representing a set of
drone images. Another FDO represents a controlled vocabulary benchmarking dataset in the digital
humanities [16]. Both FDOs were built on the basis of a Kernel Information Profile [17] that contains
a set of attributes that adhere to PID-Information Types (PITs) [18], following the FDO data model
described in [1]. The PITs form the core of the FDO type system and can be modeled hierarchically with
a finite combination of PITs and Basic PITs down to the elementary level of JSON types for automated
schema extraction. Consequently, each FDO contains an information record of typed key-value pairs
that is persistently registered at the Handle Registry and can be resolved using the FDO’s PID1,2. Whilst
the type of each value is validated through the type system of the corresponding PITs, the plain text
of each value is directly assessable from the Handle interface. For a human reader, interpreting these
text-based values is generally straightforward, but for conventional machine-actionable procedures, it
is crucial that operations for the underlying type system are provided. A main aspect of operations is
thereby to leverage an FDO’s entity-relationship characteristics, i.e., its relations to other entities on
the web using URLs, e.g. a landing page, or Handle PIDs that typically point to FDOs that represent
related (meta)data.

1https://hdl.handle.net/21.11152/6858a0b5-cc60-40e9-afef-8c2dd8b35e8e?noredirect
2https://hdl.handle.net/21.11152/a3f19b32-4550-40bb-9f69-b8ffd4f6d0ea?noredirect
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Figure 1: The ChatGPT prompting workflow.

3.2. Proposed Workflow

To process the example FDOs, we used the GPT-o3-mini model that has advanced reasoning capabilities.
We performed our experiments on the 13-03-2025. Note that we did not explicitly explain to the GPT
model the theory behind FDOs or other related concepts, such as metadata standards or energy research
methodologies. The reference FDO and any of its content has up to this point not been explicitly
provided to the GPT model. We then formulated and executed a series of prompts in a sequential
workflow (cf. fig. 1). The exact prompt texts are listed in listing 1.

Listing 1: The ChatGPT FDO operation prompts.

Prompt 1: "Here is the URL to a Handle record. Resolve and index this record.
https://hdl.handle.net/Handle PID"

Prompt 2: "Evaluate the information associated with these key-value pairs.
For each value that references an external resource, e.g. via a URL, evaluate
also the referenced information."

Prompt 3: "Resolve the external URL links you have found and report
on the content."

Prompt 4: "Resolve and index the records of the handle references you have found
by adding them to the following URL: https://hdl.handle.net/"

Prompt 5: "Resolve these handle URLs and index their records."

Prompt 6: "Based on your previous assessment, how would you say the described
data can be reused in which use cases?"

The entire conversation that constitutes the proposed prompt workflow including all responses from
ChatGPT can be found at [19].



3.3. Competency Questions

To qualitatively evaluate the result of our prompt workflow, we formulated a set of competency
questions that relate to the typical expectations towards an FDO operation’s capabilities, and evaluated
the plausibility of the generated output in the context of these questions:

• Q1 - was the Handle record correctly resolved, indexed and its content listed by the GPT-
model?: Yes, for both FDOs.

• Q2 - were the given key-value pairs correctly interpreted with respect to the syntactic
and semantic specification of the corresponding PITs?: partly, most of the key-value pairs
were correctly analyzed and described, whilst others were only vaguely described, not catching
relevant aspects. No false interpretations were observed though.

• Q3 - were external resources referenced by specific values via URLs and PIDs analyzed
and accurately described?: partly, external resources referenced via URLs were resolved and
analyzed, providing accurate and useful information. Referenced PIDs were added to the base
URL, but could not be directly resolved and analyzed.

• Q4 - were the suggested reuse cases reasonable?: Yes, most of the suggested reuse cases and
proposed subsequent steps either complement the original use case or provide useful inspiration
for alternative applications of the digital resources, although from a very high-level perspective.

4. Results and Discussion

Our case study underlines that the GPT-o3-mini model is capable of resolving and indexing a Handle
record of an FDO when provided with the URL of the corresponding PID, which was a crucial baseline
for any additional investigations. When asked for the provision of a structured listing of the record
contents, we received the correct key-value pairs. It is important to point out that the advanced reason-
ing of this GPT model seems to be a crucial aspect at this stage, because when we tested other GPT
models, such as the GPT 4.5 model, we obtained a text block that was missing key elements instead of
the correctly structured record content.

The GPT model successfully interpreted the semantics of most values without needing explicit knowl-
edge of the associated PIT keys. Since these PITs are at this stage not widely recognized, we assume that
the GPT model inferred the meaning of the associated values purely on the provided information record.
Whilst this interpretation was very accurate and complete for certain values that can be easily inferred
based on the value text, e.g. the date-time, others were accurate but rather sparse, obviously due to the
absence of knowing the corresponding PIT specification and a lack of context, e.g. the identifier of an
related FDO.

For each value that constitutes a URL to a related web entity, the GPT model was able to resolve
the URL and provide additional information of the underlying content which was accurate and useful,
e.g. the assessment of associated UNESCO Thesaurus concepts3,4 for the topic PIT. This shows the
capability of the GPT model to harvest web content that it did not receive directly from the client but
through the FDO’s information record. A separate prompt for this specific task was required though
(cf. prompt 3). Further elaboration on these contents and harvesting of additional websites that may
be discoverable through Linked Data principles were not further explored. Whilst the harvesting of
contents was possible for values that contain URLs, those values that contain PIDs were not resolved,
also not when the GPT model was explicitly asked to do so. In order to yield information on these FDOs,

3http://vocabularies.unesco.org/thesaurus/concept10081
4http://vocabularies.unesco.org/thesaurus/concept1557
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their PID URLs must be prompted manually. Therefore, it seems that the PID-triples that are inherently
constellated by FDOs as described in [1] can not be automatically discovered and analyzed by the used
GPT model at this stage. However, we want to point out that we did not perform exhaustive prompt
engineering, and cannot confidently exclude that this could not be achieved by bypassing guidelines. A
general observation was also that the more elements are contained in the record, the less was elaborated
on each by ChatGPT. Separate prompts for analyzing each element could most likely increase their
information content.

With respect to the suggested reuse of the provided FDO, the GPT model gave reasonable answers
that align with the original use case and considered the license conditions. Typically, these must be
inferred by the user, or a programmed digital client, taking into account the results of earlier performed
operations. Again, we did not further elaborate on these outputs to receive more concrete suggestions
for further steps or specific aspects. Whilst useful and important information was captured and provided
by ChatGPT, the answers contained a lot of redundant information and were often described with
verbose phrases. This could be substantially improved by proper prompt-engineering.

During this study, the GPT model only processed the text-based metadata in the FDO’s informa-
tion record and interpreted its content, but did not apply any specific operations to yield a modified
version of the contents. Depending on the requirements, certain operations can be already performed
by current GPT models, e.g. numerical operations on the date-time. Whilst this is possible using the
metadata text, operations on the referenced bit sequence of the represented digital resource may be
more challenging to be accomplished. However, the capabilities of GPT models to identify potential
use cases, and writing executable code pieces could in the long-term result in dynamic workflows that
analyze the given information and create proper operations on the fly that could be executed in a robust
and secure pipeline.

5. Conclusions and Future Work

In this work, we explored the feasibility of using LLMs, i.e., ChatGPT’s o3-mini model, for resolving,
processing, and evaluating the reuse potential of digital resources that are represented as FAIR Digital
Objects. The proposed case study demonstrates that generative AI can successfully resolve persistent
Handle identifiers, extract and structure metadata records into key-value pairs, and perform content
analysis by incorporating external data sources. These results indicate that AI-assisted methods can
enhance the efficiency of FDO metadata processing, reduce manual effort, and improve the overall
reusability of digital resources. Therefore, we see a great potential in the combination of these technolo-
gies, where FDOs are a fundament for persistent, reliable and standardized information entities in the
spirit of FAIR Principles, and LLMs can be used as a lightweight approach to operate on these entities.

Despite the promising outcomes, several limitations remain. The reliance on AI-generated content
raises concerns about potential biases and inaccuracies, especially when interpreting complex metadata
relationships. Future studies should concentrate on broader case studies across various disciplines to
investigate the possible extent of processing FDO information, benchmarking different LLM models,
considering prompt engineering, and evaluating the reliability and robustness of the generated outputs.
There should also be a more detailed analysis of the differences to- and compatibility with a conventional
operation system based on FDO types. Our work provides the first effort in this direction.
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