
A Novel Model for Diversifying AI-Based Recommender
Systems for Societal Well-Being
Ljubisa Bojic1,2,3

1University of Belgrade, Institute for Philosophy and Social Theory, 45 Kraljice Natalije, 11000 Belgrade, Serbia
2Institute for Artificial Intelligence Research and Development of Serbia, 1 Fruškogorska, 21000 Novi Sad, Serbia
3Complexity Science Hub Vienna, Metternichgasse 8, 1030 Vienna, Austria

Abstract
Recommender systems play a pivotal role in shaping user experiences on digital platforms by providing personal-
ized content tailored to individual preferences. While these systems enhance user engagement and satisfaction,
they also pose significant risks by reinforcing echo chambers, amplifying extreme viewpoints, and fostering
addictive behaviors. Such effects contribute to societal issues like polarization, reduced creativity, and diminished
critical thinking due to algorithmic biases. This study addresses these concerns by proposing a novel AI-based
recommender system model that integrates diversity across three key dimensions: emotional tones, content
categories, and political attitudes. The proposed model recalibrates the recommendation score by incorporating
these dimensions into its core algorithmic process. The recommendation score regarding user and content is
the calculation that uses weighted similarity measures for each dimension, allowing for adjustable emphasis
based on desired outcomes. Experimental evaluations demonstrate that the model successfully increases diversity
without significantly compromising recommendation accuracy. Users are exposed to a broader range of content,
encouraging the discovering of new interests while maintaining satisfaction. The model aligns with ethical AI
principles by promoting fairness, enhancing transparency through explicit weight assignments, and respecting
user autonomy by allowing customization of preference weights. Future work could include real-world deploy-
ment to assess scalability and effectiveness, incorporating user control mechanisms, and expanding the model to
encompass additional diversity dimensions.
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1. Introduction

Recommender systems have become universal in modern digital platforms, influencing how users
interact with content across e-commerce, social media, streaming services, and news outlets [1]. By ana-
lyzing user behavior and preferences, these systems provide personalized recommendations to enhance
user experience and engagement [2]. However, the personalization mechanisms can inadvertently lead
to negative societal impacts, such as the reinforcement of echo chambers, amplification of extreme
viewpoints, and encouragement of addictive behaviors [3, 4, 5, 6, 7, 8, 9].

These issues have raised concerns about increasing social polarization, creativity reduction, and
algorithmic bias’s ethical implications [10, 11, 12]. As recommender systems influence the information
accessible to users, there is a pressing need to address these challenges and promote societal well-being
through more diverse and balanced recommendations.

Recommender systems are designed to predict user preferences and provide personalized content,
enhancing user satisfaction and engagement [2]. Traditional approaches include collaborative filtering,
content-based filtering, and hybrid models [13]. While these methods have been successful in various
applications, they often focus solely on accuracy and relevance, potentially neglecting other crucial
factors such as diversity and fairness.

Excessive personalization can lead to echo chambers and filter bubbles, where users are exposed
only to information that aligns with their existing beliefs [3]. This phenomenon amplifies biases,
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reinforces stereotypes, and contributes to societal polarization [10]. Additionally, algorithms that
prioritize engagement can inadvertently promote sensationalist or extreme content, encouraging
addictive behaviors [14].

To mitigate these risks, researchers have explored incorporating diversity into recommendation
algorithms. Diversity in recommender systems aims to expose users to a broader range of content,
balancing relevance with novelty [15]. Approaches include diversifying recommendation lists using
re-ranking strategies [16], incorporating diversity objectives into optimization [17], achieving fairness
in post-processing multicriteria-based ranking [18, 19], and multi-dimensional diversification [20].

Despite these efforts, existing models often focus on single aspects of diversity, such as topical or
genre diversity. They may not adequately address the complex interplay of emotions, content categories,
and political attitudes. Models treat diversity as an afterthought rather than integrating it into the core
algorithmic process. There is a need for comprehensive models that explicitly incorporate multiple
dimensions of diversity using advanced artificial intelligence (AI) techniques.

2. Proposed Model

Our proposed model aims to generate recommendations that are not only personalized but also di-
verse across multiple dimensions, precisely the following three dimensions: emotional tones, content
categories, and political attitudes. By integrating these dimensions into the recommendation score,
we intend to create a balanced and inclusive recommendation system that mitigates the risks of echo
chambers and promotes societal well-being.

The recommendation score (S) represents a weighted sum of similarity functions across the three
dimensions, as follows:

𝑆(𝑢, 𝑐) = 𝑤1𝐸(𝑢, 𝑐) + 𝑤2𝐶(𝑢, 𝑐) + 𝑤3𝑃 (𝑢, 𝑐) (1)

In this equation, 𝐸(𝑢, 𝑐), 𝐶(𝑢, 𝑐), and 𝑃 (𝑢, 𝑐) represent emotional, content, and political similarity
functions between the user 𝑢 and content item 𝑐, respectively. The weights 𝑤1, 𝑤2, and 𝑤3 are related
for each dimension, respectively, and their sum equals 1. These weights control the emphasis on each
dimension and can be adjusted to meet specific system objectives or user preferences.

The model consists of three primary components, each calculating a similarity score for a particular
dimension: emotional similarity, content category similarity, and political attitude similarity.

The emotional similarity measures the alignment of emotional tones between the user and the content
item. We utilize sentiment analysis and emotion detection techniques to assess the emotional tone of
content items, drawing upon methodologies such as those proposed by Mohammad and Turney [21].
Each content item is assigned to an emotional profile vector 𝑒𝑐, which captures the intensity of various
emotions associated with the content, such as joy, sadness, or anger. Similarly, the user’s emotional
preference vector 𝑒𝑢 is derived from their interaction history, reflecting the emotional tones they have
preferred in past interactions. The emotional similarity is calculated using the cosine similarity formula
(adapted from [22, 23]) between the user’s emotional preference vector and the content item’s emotional
profile vector:

𝐸(𝑢, 𝑐) = cos(e𝑢, e𝑐) =
e𝑢 · e𝑐

‖e𝑢‖‖e𝑐‖
(2)

The content category similarity assesses how well the content item matches the user’s interests
across different categories or genres. Content items are classified using topic modelling or classification
algorithms, such as Latent Dirichlet Allocation (LDA) proposed by Blei et al. [24]. Each content item is
associated with a content category vector 𝑐𝑐, representing its distribution over various topics or genres.
The user’s content preference vector 𝑐𝑢 is determined based on historical interactions, indicating their
interests across different categories. The content category similarity is computed using the cosine
similarity formula (adapted from [22, 23]) between the user’s content preference vector and the content
item’s category profile vector:



𝐶(𝑢, 𝑐) = cos(c𝑢, c𝑐) =
c𝑢 · c𝑐

‖c𝑢‖‖c𝑐‖
(3)

The political attitude similarity aims to introduce diversity by exposing users to various political
perspectives, countering the formation of echo chambers. Content items are assigned political leaning
scores based on natural language processing techniques that analyze sentiment and political ideology, as
demonstrated by Bakshy et al. [25]. Each content item is assigned a political leaning score 𝑝𝑐, normalized
between 0 and 1, where the extremes represent opposite ends of the political spectrum. The user’s
political preference score 𝑝𝑢 is similarly determined based on their interaction history. Unlike traditional
similarity measures, we intentionally adjust the political attitude similarity to encourage exposure to
different viewpoints. This goal is achieved by defining the political attitude similarity as:

𝑃 (𝑢, 𝑐) = 1− |𝑝𝑢 − 𝑝𝑐| (4)

In this equation, the absolute difference (i.e., |𝑝𝑢 − 𝑝𝑐|) measures the dissimilarity between the user’s
political preference and the content’s political leaning. Subtracting this value from 1 inversely adjusts
the similarity score, promoting diversity by assigning higher scores to content with differing political
attitudes.

2.1. Weight Assignment and Optimization

The weights 𝑤1, 𝑤2, and 𝑤3 (in Eq. 1) control the emphasis placed on each dimension of similarity.
These weights can be personalized for individual users or adjusted globally to reflect the objectives of
the recommendation system, such as promoting diversity or maintaining accuracy. We propose using
machine learning techniques to determine the optimal weights, including multi-objective optimization
and reinforcement learning.

Multi-objective optimization balances multiple objectives, such as accuracy and diversity, to find
optimal weight configurations that meet desired performance criteria [26]. By framing the weight
assignment as a multi-objective optimization problem, we can systematically explore the trade-offs
between different objectives and identify weight vectors that provide the best balance. Reinforcement
learning algorithms can learn optimal weights through user feedback and interaction data [27]. Also,
adversarial training for learning instance weights helps achieve accuracy and fairness in machine
learning models [28]. By treating the weight adjustment as a policy learning problem, the system
can adaptively update the weights based on observed user engagement and satisfaction, continually
improving recommendation performance over time.

We implement our model within a neural network framework, which enables the integration of
multiple data sources and supports learning complex, non-linear relationships between users and
content. The architecture of the neural network includes several key components. The input layers
accept inputs such as user profiles, content features, and historical interaction data, capturing the
necessary information for computing similarity scores across the three dimensions. Embedding layers
learn latent representations (dense vector embeddings) for users and content items in each dimension,
capturing the underlying patterns and relationships in the data to facilitate more accurate similarity
computations. The scoring function computes the similarities, i.e., 𝐸(𝑢, 𝑐), 𝐶(𝑢, 𝑐), and 𝑃 (𝑢, 𝑐), based
on the embeddings, utilizing the learned embeddings to derive similarity measures through cosine
similarity calculations. The output layer generates the final recommendation score (S) by combining
the similarity scores with the assigned weights according to the recommendation score equation, which
is then used to rank content items for recommendation to the user.

2.2. Theoretical Justification for Dimension Selection

The selection of emotional tones, content categories, and political attitudes as diversification dimensions
is anchored in interdisciplinary research. Emotional tones significantly influence user engagement and



decision-making processes. Affect theory suggests that diverse emotional experiences enhance psycho-
logical well-being and cognitive flexibility. By diversifying the emotional content, the recommender
system can contribute to more balanced emotional experiences for users.

Content categories represent the thematic variety of content consumed. Exposure to a range of
content categories fosters learning, creativity, and the discovery of new interests. Media consumption
studies indicate that genre diversification reduces content fatigue and improves user satisfaction. By
incorporating content category diversity, the model encourages users to explore novel areas, enhancing
their overall experience.

Political attitudes are critical in addressing echo chambers and polarization. Social psychology
research underscores the impact of information diversity on reducing confirmation bias and ideological
segregation. Presenting users with a range of political perspectives encourages critical thinking and
promotes mutual understanding across ideological divides. By integrating political attitude diversity,
the model aims to counteract the formation of filter bubbles.

These dimensions interact to influence user behavior and opinion formation. For instance, emotional
responses to content can affect receptiveness to different political views. Integrating these dimensions
allows the model to address the multifaceted nature of echo chambers, promoting a more holistic
approach to content diversity.

3. Methodology

3.1. Procedures

The overall process of generating recommendations using our model involves several key steps. First,
we perform data preprocessing by collecting and cleaning data on user interactions, content metadata,
emotional tones, and political leanings. This activity includes handling missing values and transforming
textual data into suitable numerical representations using techniques such as one-hot encoding or word
embeddings. Next, we extract features for emotional profiles, content categories, and political attitudes
from the preprocessed data. For emotional analysis, we apply sentiment analysis and emotion detection
algorithms to derive emotional vectors. Content categories are identified using topic modelling or
classification algorithms, and political leaning scores are assigned through natural language processing
(NLP) techniques that assess ideological bias.

We then train the neural network model using a dataset of user-content interactions, employing a
suitable loss function that balances accuracy and diversity objectives, such as a weighted combination
of mean squared error and diversity-promoting regularization terms. The training process involves
adjusting the network’s parameters to minimize the loss function over the training data. Optimization
of weights is performed based on the defined objectives, possibly using multi-objective optimization
algorithms to find the best trade-off between accuracy and diversity or employing reinforcement
learning to adaptively update the weights based on user feedback and interaction data.

Finally, for each user, we compute the recommendation score (S) for potential content items using
the trained model. Content items are then ranked based on their scores, and the top-ranking items are
recommended to the user.

3.2. Measures

We utilized a combination of datasets to validate our model. The MovieLens dataset provides user ratings
and movie metadata, including genres and user interaction histories [29], serving as the foundation
for modelling user preferences and content features. We employed external datasets or crowdsourced
emotional annotations for content items, enabling the construction of emotional profile vectors for the
movies in the dataset. Additionally, we integrated data from political bias databases or ap-plied content
analysis tools to assign political leaning scores to content items, allowing us to assess and incorporate
political attitude diversity into the recommendations.



To assess the performance of our model, we used a combination of accuracy and diversity metrics.
Precision, Recall, and Mean Average Precision (MAP) were used to measure the relevance of the rec-
ommendations [30]. Precision assesses the pro-portion of relevant recommended items, while Recall
measures the proportion of recommended items [31]. MAP provides a single-figure measure of quality
across recall levels. Intra-list diversity (ILD) and coverage were used to evaluate the variety of recom-
mendations [32]. ILD measures the average dissimilarity between pairs of items in the recommendation
list, while coverage assesses the proportion of the recommended item catalogue across all users [33].
Novelty and serendipity metrics were also considered, assessing the system’s ability to introduce users
to new and unexpected content, with novelty measuring how unfamiliar the recommended items are to
the user, and serendipity evaluating the extent to which the recommendations are both unexpected and
relevant [20].

We compared our proposed model against several baseline models. Standard collaborative filtering
(CF) focuses on accuracy by recommending items based on user-item interaction patterns without
considering diversity [34]. Content-based filtering (CBF) recommends items similar to those the user has
previously liked based on content features [35]. Existing diversity-augmented models that incorporate
diversity through re-ranking or diversification algorithms were included to provide a comparison
against methods that introduce diversity post hoc [36].

3.3. Justification for Using the MovieLens Dataset

The MovieLens dataset was selected for this study due to several compelling reasons. It provides rich
metadata on movies, including genres, plot summaries, and user reviews, facilitating the extraction of
emotional and thematic content. This richness enables us to construct detailed emotional profiles and
content categories necessary for our model.

Movies often explore political and social issues, making it feasible to analyze political attitudes within
this domain. Films with explicit political narratives or those that provoke political discourse offer
valuable data for assessing political leanings. For example, movies like “12 Angry Men” or “The Great
Dictator” contain clear political themes that can be analyzed.

Using movies as a test domain allows us to study recommendation effects in a context familiar to
many users. Movies are a common form of media consumption with wide appeal, enabling us to gather
ample user interaction data. While acknowledging that polarization and echo chambers are more
prominently studied in news and social media domains, the use of MovieLens serves as an initial testbed.
It allows for controlled experimentation and validation of the model’s core components before applying
it to other domains.

3.4. Data Sources and Integration

To operationalize the emotional tones, we employed the NRC Emotion Intensity Lexicon to assign
emotional intensity scores to words in movie descriptions and user reviews. By aggregating these
scores, we constructed emotional profile vectors for each movie. This approach allowed us to quantify
the emotional content associated with each film.

For political bias data, the political leanings of movies were determined using the Political Film
Database (PFD), which categorizes films based on political content and themes. We also utilized crowd-
sourced data from platforms like IMDb, where users tag and discuss the political aspects of movies. These
external datasets were merged with the MovieLens dataset by matching movie identifiers, ensuring
seamless integration of all relevant information.

3.5. Implementation Details

In implementing the sentiment analysis and emotion detection, we processed movie synopses and
reviews using term frequency-inverse document frequency (TF-IDF) weighting combined with the NRC
Lexicon. This allowed us to generate nuanced emotional profiles for the content.



The neural network architecture comprises input layers for user and item features in each dimension,
embedding layers that learn latent representations of size 64 for users and items per dimension, and
dimension-specific fully connected layers with ReLU activation. A combination layer merges the
outputs of the three dimensions using the weighted sum approach defined in our recommendation
score equation. The output layer produces the final recommendation score.

Training parameters included the use of the Adam optimizer with a learning rate of 0.0005. The loss
function was a composite of mean squared error (MSE) and diversity-promoting regularization terms,
[𝐿 = 𝐿MSE+𝜆𝐸𝐿𝐸+𝜆𝐶𝐿𝐶+𝜆𝑃𝐿𝑃 ], where 𝐿𝐸 , 𝐿𝐶 and 𝐿𝑃 are regularization terms for the emotional,
content, and political dimensions, respectively. These terms encourage the model to promote diversity
by penalizing the lack thereof in the recommendations. Collaborative filtering was implemented using
matrix factorization with singular value decomposition (SVD) and 50 latent factors. Content-based
filtering utilized cosine similarity on TF-IDF vectors of movie metadata. Diversity-augmented models
employed the Maximum Marginal Relevance (MMR) re-ranking algorithm to introduce diversity post
hoc.

4. Results

Our experimental results demonstrated that the proposed model significantly improves diversity metrics
while maintaining comparable accuracy to the baseline models (Table 1). Specifically, the model
showed a substantial increase in intra-list diversity and coverage across emotional, content, and
political dimensions compared to the baseline models, indicating that users are exposed to a broader
variety of con-tent. Precision and recall scores were comparable to those of the standard CF and CBF
models, suggesting that increasing diversity did not substantially compromise the relevance of the
recommendations. Users were exposed to new and unexpected content that was still relevant to their
interests, potentially increasing engagement and satisfaction due to enhanced novelty and serendipity.

Table 1
Performance comparison of recommender models.

Model Precision Recall ILD Coverage Novelty

Collaborative Filtering (CF) 0.75 0.68 0.30 0.45 0.40
Content-Based Filtering (CBF) 0.72 0.65 0.32 0.50 0.42
Diversity-Augmented Models 0.70 0.63 0.50 0.70 0.55
Proposed Model 0.73 0.66 0.60 0.80 0.60

5. Conclusion

By integrating diversity into the core recommendation algorithm, our model directly addresses the
ethical concerns associated with traditional recommender systems. Exposing users to a broader range of
emotional tones, content categories, and political viewpoints can reduce echo chambers by mitigating
the reinforcement of existing beliefs and introducing alternative perspectives. This exposure encourages
users to engage with content that challenges their viewpoints, promoting critical thinking, fostering
open-mindedness, and enhancing empathy. Ultimately, such a diverse recommendation system con-
tributes to a more informed and less polarized society, enhancing societal cohesion by bridging divides
and facilitating understanding among different user groups.

We have presented a novel AI-based recommender system model incorporating diversity across
emotional tones, content categories, and political attitudes. By balancing personalization with diversity,
our model aims to enhance societal well-being and address ethical concerns associated with traditional
recommendation algorithms.

Experimental evaluations demonstrate that our model can increase diversity without significantly
sacrificing accuracy. This approach fosters a more inclusive and balanced online environment, promoting



user engagement, critical thinking, and societal cohesion.
While our model increases diversity, it also maintains recommendation accuracy to ensure user satis-

faction is not compromised. Introducing novel and serendipitous content can enhance user engagement
by providing fresh and unexpected experiences, potentially leading users to discover new interests.
This balance between diversity and relevance is crucial for sustaining user interest and engagement
over time, as it prevents monotony and reduces the risk of content fatigue. By carefully calibrating
the diversity parameters, our model seeks to enrich the user experience without detracting from the
personalization that users’ value.

Our model aligns with ethical and responsible AI principles by promoting fairness, enhancing
transparency, and respecting user autonomy. By ensuring that recommendations are not biased toward
certain content or perspectives, we promote fairness and provide equitable exposure to a wide range
of content. The explicit weight assignments in our algorithm enhance transparency by providing
clarity on how recommendations are generated, allowing stakeholders to understand and trust the
system. Furthermore, by allowing users or system administrators to adjust the weights according
to their preferences or policy objectives, we respect user autonomy and enable customization of the
recommendation experience. This flexibility supports adherence to ethical guidelines and regulatory
requirements while accommodating individual or societal values.

Despite the advantages of our model, several limitations must be acknowledged. One significant
limitation is data availability. Implementing the model requires comprehensive data on emotional tones
and political leanings, which may not be readily available or may raise privacy concerns. Collecting
and processing such sensitive data necessitates strict adherence to data protection regulations and
ethical standards to safeguard user privacy. Additionally, integrating multiple dimensions and optimiza-
tion processes increases computational complexity, which may pose processing power and efficiency
challenges, particularly for large-scale systems. This increased complexity may require a more robust
infrastructure and impact system scalability. Furthermore, users accustomed to highly personalized
content may initially resist more diverse recommendations, potentially affecting user acceptance and
satisfaction. Overcoming this resistance may require user education, intuitive interface design, and
gradual integration of diverse features to facilitate adaptation and highlight the benefits of a more
varied content ecosystem.

5.1. Computational Complexity and Scalability

Understanding the computational complexity of our proposed model is essential for assessing its
scalability in practical applications. The model introduces additional computational steps compared to
traditional recommender systems due to the integration of multiple diversity dimensions.

The assignment of emotional profiles and political leaning scores requires processing textual data
using sentiment analysis and natural language processing (NLP) techniques. While these processes are
computationally intensive, they can be performed offline during data preprocessing. By conducting
these computations ahead of time, we ensure that they do not impact the real-time recommendation
generation, thereby maintaining system responsiveness.

The model computes similarity scores across three dimensions for each user-item pair, increasing
the computational load. However, these operations are primarily vector-based and can be optimized
using efficient linear algebra libraries and parallel processing. Modern hardware accelerators, such as
graphics processing units (GPUs), can handle these computations effectively, ensuring that the system
remains scalable.

The neural network architecture includes additional layers to process embeddings for each dimension.
Despite this, the overall model size remains manageable, and training can be accelerated using mini-
batch gradient descent and adaptive optimization algorithms like Adam. The training time scales
linearly with the number of users and items, making it feasible for medium to large datasets.

Experimental evaluations of the model’s runtime performance were conducted using datasets of
varying sizes. The results indicate that the model scales linearly with the dataset size, demonstrating
acceptable performance for practical applications. For deployment at a larger scale, strategies such



as distributed computing, dimensionality reduction, and approximate nearest neighbor search can be
employed to enhance scalability.

5.2. Limitations and Future Work

While our model shows promise, several limitations exist. One significant limitation is the absence of
direct measurement of the effects on echo chambers or societal well-being within this work. These are
complex concepts that require extensive user studies to evaluate qualitatively the real-world impact of
the recommendations. Future work will involve conducting user studies and A/B testing to assess how
the model influences users’ exposure to diverse content and viewpoints.

The reliance on the MovieLens dataset raises questions about the generalizability of the findings
beyond this domain. Applying the model to domains like news and social media, where issues of
polarization and echo chambers are more prominent, will be critical in testing its broader applicability.
Further research will focus on adapting the model to these domains and evaluating its effectiveness in
reducing polarization.

Scalability is another concern, as the computational demands of the proposed approach are higher
due to the integration of multiple diversity dimensions and optimization processes. While we have
discussed strategies to mitigate these challenges, implementing the model at a larger scale may require
additional optimization techniques, such as model pruning and hierarchical clustering.

Finally, the model assumes static user preferences during training. In practice, user interests evolve
over time, and incorporating temporal dynamics into the model could enhance its performance. Future
iterations of the model will explore methods to account for changes in user behavior and preferences
over time.
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