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Abstract
Speech therapy is a medical area focused on diagnosing and treating speech impairments, which affect an
individual’s ability to communicate effectively and develop linguistic skills. While these difficulties can arise
at any stage of life, they are most commonly observed in childhood. In this context, technology plays a crucial
role in supporting therapists while also enhancing patient engagement, reducing boredom, and minimizing
frustration during treatment. To address this challenge, the article explores the integration of AI-driven emotion
recognition techniques in a web platform called e-SpeechT that supports the actors involved in speech therapy
(i.e., therapist, caregiver and patient) when creating, managing and performing it. This research work proposes
new functionalities that can be implemented to improve the effectiveness of the treatment while making the
system more adaptable to patients’ needs, skills and emotional states, fostering a seamless human-AI symbiosis.
The main objective of e-SpeechT is to ensure a more sustainable usage and development of resources while
providing an easier access to the treatment.
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1. Introduction

The use of Artificial Intelligence (AI) is increasingly spreading in every aspect of society. AI can be
integrated into many fields, modifying and enhancing the interaction process, especially in critical
fields like medicine, where it can be employed to aid diagnosing illnesses, and to monitor and assess
therapy’s progress [1]. Integrating technology in therapies allows therapists to continuously manage
the treatments while allowing patients to perform exercises at home [2]. In addition, it avoids wasting
resources in traveling to attend physical appointments at the physician’s office, while benefiting
from the advantages and guidance of technology and reducing the environmental impact [3, 4]. This
research work focuses on speech therapy, which is a field of medicine that aims at treating impairments
concerning linguistic abilities (e.g., speech, language, cognitive-communication) [5, 6]

e-Health has been changing how professionals and patients carry out their activities, enabling remote
treatments, monitoring progress more easily, and minimizing stress levels [7, 8]. Integrating AI in this
context can revolutionize e-health, elevating it to new heights. Regarding speech therapy, AI-based
functionalities can be used for automatically correcting exercises or quicker diagnoses [9]. However, it
is essential that AI systems comply with the legal and ethical requirements that delineate the standard to
follow to safeguard human rights while promoting sustainability when creating AI systems [10]. More
specifically, the AI Act represents the main reference point for building human-centric and compliant
systems that fulfill these objectives.

This work revolves around aweb-application, called e-speechT, which aims to support speech therapies
by reducing the cognitive demand of tasks and improving its efficacy for professionals, patients—children
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from 4 to 8 years old—, and caregivers [11]. Although the system was developed in previous research
works, we propose a prototype of a new AI-based component in its architecture to overcome the
challenges that concern catching children’s attention while carrying out exercises for their treatment.
The higher objective of e-SpeechT is contributing to a more sustainable development of healthcare,
providing continuous and more rapid access to treatments even to individuals who cannot physically
reach hospitals and therapists’ offices.

The step forward that this research proposes concerns employing techniques to detect children’s
emotions to adapt to their emotional state and change the system’s behavior [12]. It is an AI-based feature
that fosters a symbiotic relationship between children and technology without replacing professionals’
expertise and supporting both parties. We consider the main characteristics of symbiosis to create a
prototype of a new version of e-SpeechT, as described in Section 3 [13, 14]. The objective is to make
e-SpeechT fall in the category of Symbiotic AI (SAI) systems, a specialization of Human-Centered AI
(HCAI) [14], that highlights a bidirectional relationship between the two parties where the strengths of
one compensate for the limitations of the other.

The article is structured as follows: Section 2 describes e-SpeechT functionalities and explores
methods to assess emotions; Section 3 presents an overview of the new prototype, describing its
motivations and current state; Section 4 draws conclusions and future works of this study.

2. Background

This section provides an overview of e-SpeechT, with a focus on its already-existing AI-driven capabili-
ties. First, the platform’s structure and architecture is described, detailing the roles of professionals,
patients, and caregivers in the therapeutic process. In the second part, it explores different methods for
assessing emotions that are being considered for the integration of the additional AI-based component.

2.1. eSpeechT

eSpeechT is a web application designed to support the treatment of speech disorders by assisting
therapists in managing therapies, enabling patients to complete assigned exercises, and allowing
caregivers to monitor treatment progress. The system has distinct areas, each tailored to the specific
needs of the involved actor (i.e. therapist, caregiver and patient), each reported below.

Therapist They can create diagnoses, manage therapies, monitor and assess their patients. The
system allows to create exercises based on three default categories defined a-priori with the aid of
a group of professionals that work in this field (i.e., Naming images, Minimum pair recognition, and
Repetition of words). These exercises can be packed together in a series or administered as standalone.
The system features a functionality that allows therapists in automatically correcting exercises, tailoring
feedback based on the severity of the child’s impairment through Machine Learning (ML) techniques.
The feature relies on a error tolerance threshold, set by the therapist, according to the severity of the
patient’s disorder (i.e., slight, moderate, and severe) [11, 4].

Patients They are the subjects of speech therapy and, in this case, they are children aged from 4 to
8. They are given exercises to complete in order to improve their condition and address their speech
impairments [11]. As e-SpeechT deals with children, it employs gamification elements to make children
feel more at ease and comfortable while carrying out therapies can increase engagement levels and
distract them from the seriousness of the activity, leading to more positive outcomes [15].

Caregivers Since patients are not self-sufficient and must be guided through this process, caregivers
play a crucial role in supporting children in performing the activities assigned by the therapist. They
act as a middleman between the two parties, being able to both guide their caretakers while monitoring



their progress. They can also intervene in the User Interface (UI) of the patient’s side of the system,
customizing its appearance to make it more welcoming and adjusted to their preferences [11].

2.2. Techniques to assess children’s emotions

Evaluating children’s motivation and monitoring their emotions when interacting with technology
can be a challenging activity. A rapid review of the literature was carried out to identify the main
techniques that can be employed in the context of this research: self-reports, behavioral observations,
physiological measurements, and the use of technological tools designed for emotion tracking [16]. An
overview of such techniques is provided below with respect to the extent to which they can support
the process of recognizing children’s emotions.

• Self-Report Measures: these instruments are employed to assess children’s motivation and emo-
tional states when performing activities that require a cognitive effort. These tools often involve
questionnaires or surveys where children are asked to reflect on their feelings and engagement
levels. A crucial aspect to consider is the child’s age and cognitive development state to ensure
that they are not overwhelmed with the task [17].

• Behavioral Observations: direct observation of children’s behavior can provide insights into their
motivational and emotional states while performing their activities. The objects of the observation
are task persistence, facial expressions, and body language; it can be conducted by recoding the
child while performing the activity by individuals or through automated AI-based systems [18].
To observe and track patient’s behaviors over time, longitudinal studies can be conducted during
which therapists and/or caregiver can collect observations filling a diary.

• Physiological Measurements: physiological data, including heart rate, skin conductance, and facial
muscle activity, can offer objective indicators of emotional arousal and motivation. Wearable
devices are increasingly used in educational settings to collect this data, providing real-time
insights into users’ emotional experiences [19].

Implementing these methods requires careful consideration of ethical standards, especially concerning
children’s privacy and parents’ consent. In the context of this research, combining multiple assessment
approaches can provide a comprehensive understanding of children’s motivational and emotional
dynamics when carrying out activities to develop more engaging and effective educational tools.

3. Proposal of the Emotion Recognition Feature

Following the Human-Centered Design (HCD) approach [20], an interview carried out with two speech
therapists. They both had been involved in previous user studies concerning e-SpeechT and, when
providing their thoughts regarding their experience with the system, they raised the need real-time
adaptation of the therapy to the children’s emotional state in order to keep them engaged. These
interviews acted as a springboard for the next development steps for e-SpeechT, suggesting that the
feature proposed by the therapists could significantly improve its medical effectiveness. The proposal
consists of a new component, powered by an AI model, that can fulfill the purpose of recognizing the
children’s emotions. This section illustrates the prototypes that were created, focusing on the User
Interfaces (UIs) that belong to this functionality, fostering its adaptability while enabling therapists to
monitor the level of attention during the treatment, helping them refine their interventions.

3.1. AI-Act Driven Design

The characteristics that we consider for the creation of new components are: Transparency, Fairness,
Automation Level, and Protection [13, 21, 22]. More specifically, Transparency, ensures AI operations
are understandable through explainability and interpretability while Fairness promotes unbiased and
equitable AI behaviors. The Automation Level principle aims at balancing human control with automa-
tion to keep humans always on- or in-the-loop. At the same time, Protection, safeguards users’ privacy,



safety, and security. SAI reinforces Trustworthiness and Sustainability as characteristics of HCAI since
the first fosters reliable and ethical interactions, and the second minimizes environmental impact and
promoting long-term societal benefits [13, 23].

In the case of e-SpeechT, the goal is to recognize emotions to adapt to children’s behavior, eliminating
unnecessary sessions and avoiding burnout for both parties. The final result that it is intended to obtain
consists of a system that embodies the four principles safeguarding humans in all of their dimensions.
It is important to underline that the principles are not only embodied in the user interfaces, but in the
whole interaction process.

3.2. Emotion Monitoring and Analysis

During the creation of the therapy, medical professionals can enable emotion recognition functionality
for each exercise of the session they are creating. In case it is enabled, the system will record the session,
which can be performed both at home or in person, using the device’s camera and/or biometric sensors
to gather data to provide to the AI model. At the end of the therapy a single-question questionnaire
appears to directly ask the child how they feel. The answer is provided through a simleyometer [24, 9]
in order to let participants reply directly regardless of their age. Upon the session completion, therapists
can reproduce the session with an overlay displaying the detected emotional states at various points
as shown in Figure 1. In this proposal, a graphical representation of the emotions detected during
the session is provided: the y-axis represents different emotional states (e.g., happiness, frustration,
concentration); the x-axis represents time in minutes. At the same time, user studies are necessary to
identify a more suitable technique to illustrate the emotions detected, since providing access to this
information can have a strong impact on users’ perceptions [25].

Figure 1: User interface prototype for the emotions’ monitoring during the treatment.

The button “Why this emotion?” provides an explanation to therapists about why specific emotions
were detected, enabling them to eventually correct the system’s classification through the “Correct”
button, as described in the following section.

It is important to underline that, in order to protect users from potential harm and prevent discrimi-
natory behaviors, the access to data will be restricted to individuals involved in the project and possible
bias will be reduced as much as possible [26].

3.3. Explainability and Human Intervention

Providing explanations concerning the detected emotions is crucial for the Transparency principle. This
can include visual explanations, such as heatmaps or tracking matrices, in order highlight specific
frames where certain emotions were identified.



In accordance with the Automation Level principle, therapists can review detected emotions and
validate predictions, as shown in Figure 2. It is intended to implement an Interactive Machine Learning
mechanism to re-train the AI model based on the expert’s validation in order to improve its accuracy
over time [27].

During in-person therapy sessions, therapists can gather insights about a child’s emotions and later
use this information to provide additional valuable feedback to the system. This fosters a collaborative
approach where human expertise and AI capabilities complement each other, ultimately enhancing the
effectiveness of therapy.

Figure 2: User interface prototype for the emotions’ correction performed by the therapist.

We highlight that the caregiver of the patient will be mandatorily asked the permission to activate
this functionality.

3.4. Treatment Personalization

The integration of emotion detection and analyzing the emotional states of children during exercise
sessions, e-SpeechT can provide deeper insights into a child’s engagement and emotional responses,
allowing for more tailored therapeutic interventions. In addition, the adaptability of the system plays
an important role when performing the exercises: if signs of fatigue, distraction, or frequent mistakes
are detected, it can dynamically adjust the difficulty, offering simpler tasks or interactive games to help
maintain engagement and motivation. By monitoring and analyzing children’s emotional states, the
system empowers therapists to adjust interventions based on real-time insights optimizing therapeutic
outcomes. The long-term goal is to support a sustainable scientific progress in the context of speech
therapy that integrates seamlessly into existing healthcare infrastructures to support long-term, ethical,
and cost-effective speech therapy solutions.

4. Conclusions

The integration of AI-driven solutions in e-Health can bring strong advantages to the effectiveness
of therapies and treatments, improving individuals’ lives. At the same time, such systems must be
accurately developed, considering human needs, preferences, and cognitive models. The proposal
presented in this study concerns e-SpeechT, a web-application to support speech therapy. The goal is
to continuously monitor and analyze the emotional state of children during therapy sessions to let the
system adapt to their behavior and skills. The creation of more personalized therapy plans based on
real-time feedback can improve the long-term impact of the system increasing the efficiency of treatment
while ensuring the responsible use of resources. Thus, the possibility of providing remote support to
professionals and patients can be enhanced by the adaptation of the e-SpeechT to the ever-evolving
needs of children safeguarding the environment surrounding them.



Future works concern the actual development of the AI model and the implementation of the UIs.
It is intended to build a multi-modal model that processes logs as tabular data and snapshots of the
child’s facial expressions while carrying out the exercises. By analyzing both structured evaluations
and therapist observations, the system can assess a child’s attention and emotional state, contributing
to a more tailored therapeutic approach. To assess the validity and efficacy of the proposed solutions
user studies will be conducted.
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