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Abstract 
The merging of artificial intelligence (AI) and end-user development (EUD) presents great research 
opportunities, especially where AI, EUD, and education overlap. This paper reports on a collaborative effort 
with teachers to explore the EUD process of two AI systems in language education. The purpose of the 
investigation is to contrast two approaches to AI (specialized vs. large language models). We present two 
case studies: (1) the training of an AI-based writing tool with local data to provide domain-oriented feedback 
in English as a foreign language (EssayCritic) and (2) the customization of a chatbot for language education 
through pre-prompting and graphical user interface design (SchoolGPT). Our approach to EUD is to treat 
an AI system as a flexible, multi-purpose application that can be adapted at various levels to address 
different educational needs. Our research shows that adaptable AI systems can help educators improve 
teaching methods and facilitate language learning with EUD, but there are also challenges to consider, 
including language model size, institutionalizing the end-user developer role, and educational alignment. 
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1. Introduction 

The theme of this workshop is sustainability perspectives in software development. In this paper, we 
explore two distinct approaches to machine learning: pre-generative (pre-Gen) AI, which utilizes 
decision trees trained on local data, and GenAI, represented by models like Generative Pre-trained 
Transformer (GPT). While software developers often categorize models based on parameter sizes, 
we propose framing pre-GenAI as a Specialized Language Model (SLM) due to its focused application 
and lower complexity compared to a Large Language Model (LLM). Smaller language models offer a 
sustainable alternative to larger ones, primarily because of their lower energy consumption. 
However, larger models are more flexible and can reduce development costs by engaging end-user 
developers. We examine these opportunities by contrasting two case studies involving teachers in 
the EUD process of AI tools for language education. 

Findings from EUD research have suggested that an ideal end-user developer should be a domain-
expert user [5]. Teachers are domain-expert users owing to their expertise in subject areas such as 
mathematics, social studies, and language education. A systematic mapping study [1] highlights the 
growing interest in EUD within the educational sector. This interest reflects the push for teachers to 
adopt innovative teaching methods to better engage students. Furthermore, a recent study [31] shows 
that when teachers adopt GenAI tools in their teaching, this requires incorporating new pedagogical 
practices such as prompt creation and automated feedback into lessons. This shift highlights the 
evolving role of teachers as designers of classroom activities involving language models. However, 
not all teachers are interested, able, or willing to utilize the increased agency offered by the new AI-
enabled learning environments. 
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Our research focuses on how to empower educators to create and customize sustainable 
educational environments for teachers’ didactical practices and academic subjects. Toward that end 
we report from a multiple-case study design in which we contrast two case studies, each employing 
a different approach to AI, specialized and large language models [12, 21]. We asked the following 
research question (RQ): 

How can teachers be involved as end-user developers in organized activities to customize and 
adapt AI tools to domain-specific needs? 

The rest of the paper is organized as follows: We survey relevant literature at the intersection of 
EUD and education and AI and education. We then present the multiple-case study method we 
employed, which we applied based on a set of criteria for comparison and synthesizing. Finally, we 
discuss our results by comparing them with those of previous studies and suggest implications for 
further work. 

1. Literature review 

To manage the scope of the articles, we focused our review of previous research on the most recent 
publications while incorporating seminal articles (i.e., the classics) that have significantly influenced 
the trajectory of our research, providing either foundational building blocks for our research or 
alternative answers to the RQ.  

1.1. EUD and education 

EUD researchers have developed flexible IT environments to support domain-specific needs over a 
long period [6, 8]. This has led to visual and block-based programming, such as AgentSheets [25] and 
Scratch [26]. Block-based programming is used to teach computational thinking [15] and STEM 
(science, technology, engineering, mathematics) topics [17]. In addition, domain-oriented design 
environments have been integrated into three-dimensional virtual worlds [13], enabling virtual 
chemistry labs [33] and online roleplay environments [4]. 

Integrating EUD with professional work systems highlights the adaptability of these IT tools and 
the roles that users play in adaptation [2]. Previous work has suggested that EUD should involve 
appointing super users in organizations, ensuring dedicated time is allocated for this role [22]. Given 
the complexity of AI systems, this may entail the use of multiple adaptation levels to enable EUD for 
teachers. Approaches to EUDability [2] include meta-design [9], component-based tailorability [32], 
and different levels of tailoring [20]. Furthermore, teachers require support to adapt educational tools 
to diverse roles, including lesson planning, classroom instruction, and student scaffolding in various 
learning activities [11]. Each role has distinct requirements, and educational tools should be flexible 
while modularized, combining EUD and domain-specific knowledge and skills to meet these needs. 

1.2. Large language models and GenAI in education 

Language use is fundamental to teaching, learning, and knowledge development. The introduction 
of AI systems powered by language models present both opportunities and challenges to these ends, 
as these systems can automate educational tasks for students. A recent study [12] discussed the 
educational potential of large language models (LLMs), suggesting that using AI systems can enhance 
cognitive abilities and technological literacy. However, the authors highlighted the challenge of 
integrating LLMs, such as ChatGPT, into curricula, emphasizing the need for alignment with 
teaching methods, classroom activities, and writing practices. 

A recent empirical study [31] examined how English learners can benefit from ChatGPT by 
identifying dilemmas such as imitation, inequality, and dependency. They argue that while ChatGPT 
can mimic human language, students must develop their agency, linking imitation to personal skill 
development. In addition, they noted that students proficient in English may progress faster, while 
others might rely too heavily on AI systems, creating a divide. The study stresses the importance of 



pedagogical design in addressing these contradictions, requiring teachers to incorporate prompt 
creation, disciplinary knowledge, and different forms of feedback into lessons.  

Contemporary work [30] argues that while ChatGPT offers benefits to experts, its effectiveness 
in K–12 education is limited without contextualized domain knowledge. Based on an empirical study 
[30], the authors found that students and teachers may find that the absence of domain-specific 
expertise such as curricular documents, makes using such tools overly challenging, which can 
negatively impact classroom organization and the delivery of content. 

The review identifies a gap in previous work regarding the practical implementation of effective 
customization and adaptation of AI tools by teachers. We address this gap by exploring new methods 
for teachers to adapt AI tools, focusing on enhancing teacher involvement in end-user development. 

2. Methodology 

We present and contrast two case studies that involve two AI-enabled learning environments for 
language education, EssayCritic and SchoolGPT. The former is about training an AI-based writing 
tool with local data to provide feedback on essays in English as a foreign language (EFL), and the 
latter is about the customization of a chatbot for language education using pre-prompting. The two 
case studies were conducted about 10 years apart, which allowed us to take advantage of two 
generations of AI-based language assessment systems using automated feedback (pre-GenAI and 
GenAI). 

We employed a multiple-case study research design where two cases are compared according to 
a set of criteria [28], including contrasting aspects of the case studies, such as they were conducted 
at different times and involved different educational levels, upper secondary school versus lower 
secondary school. Furthermore, EssayCritic is a research-driven study focused on developing 
educational technology for automated feedback on essays, involving teachers in the data training of 
the tool [21]. School GPT is an innovation project led by the local school authorities, incorporating 
generic GPT technology "at its core." This allows school advisors and educators to act as end-user 
developers, as the GPT technology can be adapted by domain-expert users [10]. 

Four end-user developers were involved in the EssayCritic case: two researchers (one professor 
and one PhD student) and two teachers from the school where the prototype was employed for two 
months. The teachers, who instructed EFL, did not have any technology background. The professor 
has a background in social informatics, while the PhD student has an educational background, 
including experience as an English teacher. 

Three end-user developers were involved in the development of the Lingu chatbot that we profile 
in the School GPT case: two advisors from the municipality and one language teacher. They engaged 
in iterative processes to pre-prompt Lingu based on the GPT-3.5 model (later replaced by 4.o mini). 
Advisor A has a background in information technology and is responsible for designing and 
maintaining various IT-services within the municipality. Advisor M1, who transitioned from a 
teaching career to a consultancy role, focuses on enhancing digital competence among educators and 
has been pivotal in developing several chatbots, especially in collaboration with the Spanish teacher, 
M2.  

3. Multiple case study: Contexts, findings, and comparison 

3.1. Case study 1: Training an AI-based writing tool for domain-specific 
feedback 

3.1.1. Context 

This study focused on the use of EssayCritic, a computer-based writing aid designed to provide 
feedback on the content of English essays written by students learning EFL [21]. The research was 
conducted in an upper secondary school. EssayCritic utilizes a locally trained language model that 



offers personalized feedback based on assignment-specific criteria. The type of AI we profiled here 
is pre-generative, utilizing a specialized language model, acting like an advice-giving expert system, 
see Figure 1. When a student uploads an essay, the system evaluates its similarity to the EssayCritic 
model for each subtheme. Essays that score below the threshold for a subtheme receive critical 
feedback, while those surpassing it have relevant phrases highlighted. Figure 1 illustrates 
EssayCritic’s dual modes: critique and praise [21]. Our interest in this case is with respect to EUD in 
how the AI model was trained and involved teachers in the training process. 

 
Figure 1: The EssayCritic writing tool provides two types of automated feedback: left-window 
critique (suggested subthemes) and right-window praise (covered subthemes) marked in highlighted 
text. 

3.1.2. Findings 

EssayCritic leverages decision tree algorithms [23] alongside synonyms from dictionaries and the 
WordNet lexical database [7] to provide feedback on student essays. This approach to machine 
learning (pre-GenAI) can be described as a specialized language model. Therefore, the system 
operates on a different level than a neural network (e.g. symbolic reasoning vs. statistical 
parameterization). While decision trees don’t have parameters in the same way that neural networks 
do, they share the notion of level complexity (depth of tree vs. number of layers of parameters). 
Initially, a concept tree representing the essay topic was developed, identifying eleven subthemes by 
analyzing the EFL textbook and high-achieving student essays from outside the cohort that 
participated in the study. The teachers participated as end-user developers by selecting and 
annotating the texts used to train the system, thus integrating new information. Each subtheme was 
broken down into simpler concepts with phrases from student essays, supplemented by synonyms 
from dictionaries and WordNet [7], to create a model. During the system training phase, the EUD 
team manually created labels or annotations in the sample texts to identify the contained concepts. 
This process outputs a set of relationships between concepts and subthemes. The entire preparation 
and training process took about four weeks, of which most was spent on preparing the knowledge 
base and two to three days were spent on data training and fine-tuning [21].   



3.2. Case study 2: Customizing GPT for language learning through pre-
prompting 

3.2.1. Context 

The SchoolGPT Project is a research-based innovation project. The local school authorities have set 
up collaboration between their unit for development and six lower secondary schools. The 
collaboration also involves an interdisciplinary research team from a large public university. The aim 
is to enhance teachers’ competence in the didactic use of gen AI in their teaching. We addressed this 
by implementing teaching methods that integrate AI into learning activities in the participating 
schools [10]. The study involved the iterative building and refinement of the chatbot Lingu for 
Spanish education (see Figure 2). This involved pre-prompting an LLM (GPT), which entails 
providing a context prior to using the chatbot for asking questions or engaging in a dialogue during 
classroom assignments [18, 24].  

 
Figure 2: Visual appearance of the chatbot in case 2 created by the EUD advisor. The text is written 
in Norwegian. The first sentence reads: “Hello! I am Lingu, your chatbot. I am here to help you learn 
a new language.” 

3.2.2. Findings 

Lingu is one of six chatbots that were made by unique pre-prompts that describes their role in 
functional terms. This includes the ability to express a pedagogical attitude and to be connected to a 
specific domain (general, simply explained, writing, language, reading, coding). The customizations 
were accomplished by a formal notation of keywords and prefixes (e.g., ##) in the pre-prompt script 
[14, 18, 24]. The role-specific pre-prompt for Lingu starts as follows: 

“#Instructions *As Lingu you will act as a polyglot Language Professional for <<anonymized 
language>> learners learning a second language at a ‘##Basic level’. Your role is to help 
the learner practice their ‘##[Target language]’ by providing feedback on their messages. 
Engage the learner in a conversation to expand their vocabulary and their understanding of 
grammar and spelling.” 

In this example, the domain-orientation includes the prefixes 'basic level' and 'target language,’ 
the former being a constant and the latter a variable. The role described is “polyglot language 
professional.” Furthermore, Lingu is instructed to obtain contextual information from students by 
asking them a conditional statement. This provides a useful response to input, such as “Hi, Lingu” or 
“Help me understand how to use adjectives in a sentence in Spanish”: 

*If not provided by the learner, ask for their choice of ‘##[grade level]’, ‘##[target 
language]’ and/or ‘##[topic]’’. Use sentence: [Welcome to Lingu’s Language Lab! Please 
provide me with your [grade level], [target language] and/or choice of [topic] to better 
scaffold your learning.] 

The EUD team had multiple roles and divided the pre-prompting work from general to 
increasingly domain-specific tasks, including alignment with international school systems and 
standards relevant to the Norwegian context. Accordingly, specific information regarding topics and 
the students’ learning levels were added in the revised instruction set: “The basic level will be no 



higher than levels Pre-A1 and A1 according to Common European Framework of Reference for 
Languages ##(CEFR).” 

Furthermore, we faced challenges in maintaining consistent chatbot feedback and developing 
efficient pre-prompt instructions without affecting speed. The reliability improved with more 
accurate grammar corrections and appropriate feedback through refinement in several trials.  

The two case studies are summarized according to the characteristics of multiple case study 
analysis as outlined by Stake [28] in Table 1. 

Table 1 
Comparison of two AI tools adapted for different language education settings 

Characteristics EssayCritic                     SchoolGPT 

Context Upper secondary school project using 
EssayCritic for EFL essays, focusing 
on automated feedback to improve 

writing skills 

Six lower secondary schools and 
researchers collaborated to enhance AI 
adoption in the schools’ practices, via 

customized chatbots, SchoolGPT 

Case	boundaries	 Implementation and evaluation in two 
classes over two months; essays from 
other classes were used for AI training 

Development and testing of the Lingu 
chatbot for language education, six-

month trial period 

Research question Evaluate the effectiveness of 
EssayCritic in improving essay quality 

through knowledge-based feedback   

Explore teacher-customized chatbots 
with minimal technical requirements, 

organized by  domain expert users 

Data collection Participant observation of teachers 
labeling essays used for AI training; 

one-month of EUD work 

Observation of classroom testing of 
pre-prompts, interviews with teachers 
who customized; 1-month EUD work 

Findings Decision tree algorithms and lexical 
resources were used for targeted 

feedback; teachers faced challenges 
annotating essays 

Development of tools organized by 
role; teacher struggled with feedback 

consistency despite iterative 
improvements 

4. Cross-case analysis and discussion 

4.1. Language model size 

The contrast between the two language models in the case studies is significant and related to the 
distinction of small and large language models [27]. EssayCritic is a small, specialized language model 
tailored for automated essay assessment on specific topics in EFL. This term can encompass models 
that are designed for specific tasks or domains with limited expressivity compared to LLMs. 
Specialized models have lower carbon footprints as they can operate on local machines instead of 
relying on large data centers impacting local communities negatively in terms of energy costs [29]. 
In contrast, LLMs like SchoolGPT offer greater flexibility for varied tasks and contexts, and in some 
instances can also run on local machines. In general, the size of language models poses a challenge 
for sustainable AI adoption in schools, requiring a careful balance of pros and cons. 

Training EssayCritic posed challenges related to input data management for teachers, who are 
new to data training, necessitating some research support. Advancements in generative AI, such as 
retrieval-augmented generation (RAG) [16], may simplify this process in future research. 
SchoolGPT’s adaptation involved creating a role-specific prompt script by advisors and several task-
specific scripts by the Spanish teacher. Fine-tuning the chatbots was a multi-step process, with 
ongoing issues like hallucinations and biases from the large pre-trained model.   



Barricelli and colleagues’ survey study [1] emphasizes the importance of designing EUD tools 
that accommodate users’ varying levels of expertise. We identified two levels of EUD represented by 
our cases that can be independently modified: pre-prompting (case 2) and data training (case 1). This 
can take advantage of previous EUD research indicating that tailoring generic systems can occur at 
varying complexity levels [20]. 

The two studies highlight the broader implications of choosing among LLMs and SLMs in 
education.  SLMs perform very well for specific tasks where knowledge and skills in English as a 
foreign language is crucial, while GenAI excels in generating natural language and understanding 
broader contexts. If LLMs become the preferred solution for a school or local school authority, it is 
crucial that the adaptation of these models is aligned with local culture, languages, and the overall 
aims of the curriculum. On the other hand, SLMs have advantages in that they reduce bias and 
hallucination risks by managing data training locally and leave smaller carbon footprints, among 
others [29]. Therefore, balancing LLMs and SLMs according to needs and resources can provide a 
strong foundation for using EUD and AI in education. 

4.2. Institutionalizing the end-user developer role 

The flexibility of SchoolGPT allowed the EUD advisor to engage numerous teachers as end-user 
developers. This process is twofold: The two advisors (A and M1) created generic pre-prompts that 
ensured the chatbots remained focused on their designated roles, while teacher M2 developed specific 
prompts for tasks students needed to complete in Spanish foreign language education. This 
collaborative organization of EUD empowered teachers to actively participate in the customization 
of SchoolGPT, tailoring it to the specific learning needs of their students. 

In contrast, EssayCritic was a specialized writing aid developed from scratch by computer 
scientists, educational researchers, and two teachers to showcase automated feedback. The 
development process involved breaking down a topic into subtrees, training models with labeled 
datasets, and establishing a server for experimental use, which took about a month. This work 
involved teachers in a more data-centric EUD role than in the other case. 

A significant distinction between the two cases lies in the involvement of one of the EUD 
advisors—a former teacher—within the SchoolGPT team. This advisor (M1) played a crucial bridge-
building role by training a significant number of teachers in the municipality to customize AI tools 
and craft prompt scripts tailored to their classes. The number of teachers trained by the advisor 
underscores the collaborative nature of this approach, which we have also seen in other 
organizational contexts [22], enhancing the system's relevance and effectiveness in education. 

In contrast, the EssayCritic project, despite undergoing three research iterations, lacked 
sustainability after the completion of the final project period. Thus, the individualized potential of 
EssayCritic was not realized, because continuous involvement from educators in further 
development of the system was not achieved. This difference emphasizes how iterative user 
engagement and multiple roles can build ownership to parts of the process and foster a more 
enduring impact in educational settings. However, since the SchoolGPT project is still ongoing, we 
do not know if the research intervention and teacher training will be sustained after the project 
concludes. 

4.3. Educational alignment: Teaching vs. learning 

The overarching goal of adapting chatbots in education is twofold: 1) to personalize learning, a focus 
that has been central to AI research for some time [19, 31], and 2) to ground automated feedback in 
the shared values of an educational institution. However, the emphasis in previous work has been 
on the former. In our studies, we observed significant variation in automated feedback. In some cases, 
it is designed to function as a teaching assistant, while in others, it serves as a learning partner for 
students. In the case of EssayCritic, the technology essentially assumes the teacher's role in providing 
feedback, drawing from theories of formative assessment [3]. EssayCritic was developed to automate 
the feedback process, thereby extending the teacher's capacity to evaluate student writing and guide 



their learning [21]. This approach aligns with a more traditional educational model, where the 
teacher's authority in assessing and directing student learning remains central. 

In contrast, the SchoolGPT case adopts a learner-centered focus, viewing the chatbot as a learning 
partner [14]. Our findings show that teachers in their role as end-user developers can plan their 
lessons by formulating domain-specific pre-prompts that students can use as starting points for 
solving domain-specific tasks with the customized chatbot. This educational model encourages active 
engagement from students by allowing them to interact with the chatbot, fostering a collaborative 
learning environment where the chatbot supports student agency and initiative [10]. 

The task of adapting the two AI tools for educational applications were different. The skills 
required for labeling and annotating are largely rooted in pedagogical knowledge, content expertise, 
and an understanding of the AI's functionality. In contrast, pre-prompting may require less 
pedagogical knowledge but instead demands an understanding of how to write prompt scripts that 
require mastery of the notation of a markup language. Overall, teacher willingness towards taking 
part in these two activities may be influenced by a combination of perceived complexity of the EUD 
tasks, required skill sets, and the potential benefits for teaching and learning. Further research could 
be beneficial in identifying specific barriers and motivators affecting teacher engagement in both 
tasks, and how they complement each other. Table 2 contrasts the pros and cons of the two 
approaches. 

Table 2 
Pros and cons of EssayCritic and SchoolGPT approaches of adapting language models for education 

Aspect EssayCritic (SLM)               SchoolGPT (LLM) 

Pros Offers structured and specific feedback 
tailored to essay writing. Reduces 

cognitive load on teachers by 
automating feedback. Low carbon 

footprint due to domain-specific AI 
model. 

 

Provides flexibility for various tasks and 
learning contexts. Encourages student 

agency and active learning through 
interaction. Can adapt to various 

subject domains and age levels through 
pre-prompting. 

Cons Limited adaptability outside of specific 
essay task domains. Requires input data 
management and teacher training. Risk 
of sustainability issues post-project due 

to limited ongoing engagement from 
educators. 

Potential for biases and inaccuracies in 
feedback (e.g., hallucinations). Greater 
resource demands for iterative script 

tuning and maintenance. Less 
structured feedback may confuse 
students if not carefully designed. 

 
Both case studies revealed that teachers experienced a reduction in their classroom workload, 

particularly during complex lessons. The chatbots provided useful instructional scaffolding, which 
alleviated some of the pressures teachers face. One teacher in the SchoolGPT case noted a decrease 
in help requests, enabling her to interact more consistently with all students during assignments and 
facilitating regular engagement with those who might not typically seek assistance. 
 

5. Summary, limitations, and directions for further work 

The two case studies presented in this paper illustrate how educators engaged in IT competency 
development in schools can adopt new roles as end-user developers, contrasting sharply with 
previous research that suggests teachers often lack influence over how AI-enhanced educational 
technologies are developed. This shift toward empowering teachers as active participants in the 
adaptation of general (multipurpose, flexible) AI systems as we have seen with the rise of GenAI 



marks a significant evolution in the use of AI in education, enabling a more personalized and relevant 
learning experience for students while giving increased agency to teachers.   

Several limitations of this study must be acknowledged. The complexity of the data training 
observed in Case 1 (EssayCritic) and the need for technical expertise in effectively formatting the 
pre-prompt scripts in Case 2 using low-level markup notations (SchoolGPT) can be barriers for 
teachers.  

When drawing on the lessons learned from the two cases with an aim to leverage their 
complementary strengths (Table 2), we recommend that future research should focus on developing 
easy-to-use EUD tools targeting multiple levels of system complexity as suggested in [20], exploring 
alternative approaches for local training and knowledge integration, and ensuring compliance with 
copyright laws. We also recommend educational researchers study the long-term impact of AI tools 
on educational outcomes, such as teacher workload, students’ conceptual understanding, and basic 
skills (reading and writing). 
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