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Abstract
As Artificial Intelligence (AI) spreads in modern society, academia, companies, and governments are working
towards the common goal of creating systems that are not just accurate, but that can be used by humans with
efficiency, effectiveness, and satisfaction while respecting their rights and well-being. As the Human-Centered
Design (HCD) establishes the processes that can be followed to reach this objective, other related challenges
concern the privacy and security of those systems. This study investigates the impact that the HCD approach
can have in the cybersecurity of AI systems to propose an approach that considers the different factors that can
influence their evaluation and assessment, considering three main components: Human-Computer Interaction,
Cybersecurity, and Ethics and Law.
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1. Introduction

Artificial Intelligence (AI) is permeating many aspects of our daily life, making it necessary to ensure
that humans are fully considered in these systems’ creation process, preserving their fundamental rights
and preventing undesired events that can harm them [1]. The discussion concerning AI and, in general,
technology is becoming more and more frequent, leading to the birth of novel legal frameworks that
aim at regulating the way that these systems are created and used [2].

In the case of AI, multiple aspects must be considered by designers and developers concerning
the accuracy of the models and their robustness, but there are other factors, no less important, that
contribute to building those systems. In this regard, Human-Centered AI (HCAI) highlights how
integrating the Human-Centered Design (HCD) approach is crucial to the creation of an AI system
that is reliable, safe, and trustworthy [3, 4, 5]. The HCD approach stresses the involvement of users
throughout the development process, ensuring that products meet their needs and capabilities [6].
Meeting these requirements translates into understanding their preferences, necessities, and cognitive
models, which is not merely useful for the creation of usable User Interfaces (UIs), but rather in building
interaction mechanisms that accommodate those needs, while not undermining the performance of the
system.

This research work focuses on the cybersecurity of AI systems, specifically, how the HCD approach
and the best practices belonging to Human-Computer Interaction (HCI) can improve users’ privacy and
security when using those systems. The goal is to investigate the field of Human-Centric CyberSecurity
(HCCS), which incorporates a wide range of techniques and practices to improve cybersecurity through
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usability and User Experience (UX) [7]. These aspects should be considered from the development
process’s early stages to ensure that those systems are secure-by-design and consider privacy-by-design
[8]. To guarantee that these needs are considered and integrated in the creation process, in 2016, the
European Union (EU) enacted the General Data Protection Regulation (GDPR), which revolves around
how users’ data is used, stored, and processed, highlighting their fundamental rights [9]. It emphasizes
the integration of privacy and data protection techniques in the development of systems, services,
and products. This regulation is strictly connected with the European AI Act, which specializes in
AI systems but also deals with their security, safety, and privacy [10, 9]. It is a legal framework that
aims to regulate the creation, deployment, and use of AI in the EU, classifying systems in different risk
categories [10]. Considering these aspects, the goal of this study is embodied in the following research
question.

RQ: How is it possible to combine elements of HCI, Cybersecurity and Ethics in order to strengthen AI
systems and safeguard humans?

The main goal is to create systems that support rather than replace humans, granting they better
control over security and privacy, establishing a human-AI symbiotic relationship [11, 12]. In this study,
we present preliminary considerations about the integration of these aspects into the cybersecurity
of AI systems in order to comply with these standards. This article is structured as follows: Section 2
illustrates fundamental concepts of usability and security in AI systems while considering the legal
landscape; Section 3 defines the essential elements for assessing the quality of AI systems considering
usability, security and law proposing the human-centric cybersecurity approach; Section 4 sets out the
conclusions.

2. Background Work

As previously mentioned, designers and developers must ensure that products comply with the re-
quirements set by the necessities of their users, best practices, and legal obligations set by regulations
such as the GDPR and the AI Act [9, 10]. In this context, the focus should also be put on the system’s
usability to provide users clear information about potential threats and to avoid misinterpretation that
can compromise both user safety and data security [13].

This section presents considerations about the intersection among AI, cybersecurity and law, referring
to these regulations.

2.1. Regulations and Frameworks for AI and Cybersecurity

The GDPR focuses primarily on the security of users’ data when dealing with technology. Although this
regulation does not focus on AI explicitly, there are some articles that can be relevant for AI developers,
who must consider the high computational power of modern models and algorithms, for example,
when processing personal data. Regardless of the type of technology, it is mandatory to guarantee the
protection of users’ privacy and human rights [14].

In this regard, Article 15 of the AI Act plays an important role, touching on cybersecurity issues
for high-risk AI systems, as well as robustness and accuracy [15]. Although there exist established
standards, rules, and guidelines for generic systems concerning cybersecurity, its implementation by
design in AI-based systems is yet to be fully investigated. As the latter classifies AI systems based
on a risk-based approach, the legal framework stresses the importance of cybersecurity for high-risk
systems to protect users from undesired and unexpected events [16]. More specifically, some examples
of high-risk systems are those used as a safety component of other products or if AI is itself the product,
those that profile individuals. Thus, high-risk AI systems should be designed to be resilient against
cyber-attacks, performed by exploiting the system’s vulnerabilities, that can negatively alter their
behavior and performance [16]. It is also important to refer to Article 9 of the AI Act, which focuses
on the risk management process [15, 17]. It regulates risk management, a dynamic and continuous



process planned and executed throughout the lifecycle of a high-risk AI system. The management
system aims to identify and manage, among other things, the known and foreseeable risks to health,
safety, and fundamental rights. Throughout all phases of this process, it is mandatory to also focus on
the implications that the technology has on individuals’ data, which can impact their security and lead
to undesirable and unlawful effects [17].

In this context, the cybersecurity of AI plays an important role: it aims to develop mature, safe and
secure approaches and tools that can be used to secure AI models [18]. Many challenges exist in this
new field due to the integration of AI; this leads to the emergence of AI-specific vulnerabilities and,
consequently, it is necessary to follow standardized approaches and methodologies to face these threats
[18, 19]. A first attempt to face this challenge is represented by the MITRE1 corporation, providing a
taxonomy and kill chain analysis about such AI-specific attacks, which is continuously updated based
on new findings.

The use of AI presents several risks, including transparency in tracking model implementation as it
is used as a black box, data sourcing issues and privacy violations. These challenges require a policy to
manage cyber-AI risks [20]. This implies that cybersecurity is not a standalone requirement, but it is
considered together with accuracy and robustness, which is the motivation behind the fact that Article
15 groups those three concepts together. To guarantee high-risk AI systems’ compliance with the AI
Act, a cybersecurity risk assessment must be performed before being spread on the EU market [16].

2.2. Usability and Security in AI systems

Implementing robust AI systems with intuitive user interfaces is one of the main concerns to address
when creating AI systems in order to allow users to understand the system’s functioning and detect
malicious activities. In this scenario, usability and security contaminate each other resulting in the
concept of usable security: security must be usable by persons with different expertise and systems
must be usable while maintaining security, since in the absence of usable security, there is ultimately
no effective security [13].

Usability and security are not considered two separate fields, but both are simultaneously addressed
to build robust and secure systems that foster users’ trust in the decision-making process, specifically
when interacting with AI systems. In this context, humans are put at the center of the creation and
interaction process, leading to building Human-Centered AI (HCAI) systems that align with humans’
needs, preferences, and cognitive models, fostering a human-AI symbiotic relationship, improving both
parties [21, 22].

2.3. Human Centric Cyber Security

Human-centric cybersecurity is an emerging approach that prioritizes individuals and their rights over
traditional security-centric models [7]. This paradigm represents a shift in recognizing humans as
both the weakest link and the best line of defense in cybersecurity [23]. It emphasizes the importance
of understanding humans’ cognitive models along with their vulnerabilities, behaviors, and decision-
making processes within organizational contexts [23, 24]. As defined by Grobler et al., human-centric
cybersecurity focuses on three main components:

• User : it is the individual who interacts with the systems for legitimate purposes. A user can exhibit
varying levels of cybersecurity awareness because of various factors, ranging from demographics
to past experiences [24].

• Usage: it concerns the functional aspects of both technological and non-technological measures
to protect users from known security threats (e.g., spam detection algorithms, password-based
authorizations, organizational policies, and cybersecurity internal laws) [24].

• Usability: it is the extent to which a system, product, or service is used by specified users to reach
specified goals with effectiveness, efficiency, and satisfaction in specified contexts of use. When

1https://atlas.mitre.org/



it comes to cybersecurity, it is important to assess aspects that go beyond the mere technicalities
[24].

3. Evaluating Usable Secure AI Systems

Figure 1: Approach for assessing and evaluating Human-Centered CyberSecurity in AI systems [25]

The evaluation of AI systems touches on multiple factors and disciplines, from the accuracy of
the model to the interaction mechanisms that they are characterized by. In the current scenario,
designers and developers must ensure their compliance with the legal frameworks that are emerging
across the globe. We investigate an approach that revolves around the evaluation phase of AI systems,
focusing on their security with respect to usability. Research in this area is increasingly moving towards
this approach, especially within industrial organizations to achieve better results when it comes to
individuals’ security and privacy in the era of AI [23, 26, 27].

The approach proposed in this work is illustrated in Figure 1 and it is based on three main components:
Human-Computer Interaction (HCI), Cybersecurity, and Ethics and Law starting from an initial rapid
review of the literature [25, 28, 29, 30, 24, 31]. It is crucial to identify user needs and context by
understanding the specific needs, behaviors, and environment of the users, which can be achieved
through foundation research (e.g. surveys, interviews and observations). Insights are translated into
clear, actionable cybersecurity requirements, with features prioritized based on user feedback and
threat analysis. Design research to create user-friendly interfaces and features helps users to manage
security threats. The system is designed considering usability, security regulations, involving users in
testing to gather feedback and improvements based on user experience and evolving threats while being
compliant with the law. Finally, educating and supporting users is paramount, providing training and
resources to help them understand and effectively use the system, and maintaining support channels
for ongoing assistance and feedback.

The three components of the approach are described in the following sections.

3.1. Cybersecurity

Cybersecurity is characterized by the following aspects. It outlines the importance of ensuring the
system’s security and preserving privacy while considering users’ awareness and perception.

Security and Privacy by Design Security by Design is an approach that emphasizes the need to
consider security at every step of the development process, minimizing vulnerabilities and prevent-
ing malicious activities [32]. Privacy by Design (PbD) that emphasizes integrating privacy and data



protection into the development and operation of systems, services, and products [32]. The concept is
centered around proactively embedding privacy from the design phase and at the organizational level.

User Awareness and Perception Training humans, especially in organizational scenarios, on
cybersecurity practices to prevent human errors that could compromise security and their privacy. It is
important to spread awareness concerning the methods, techniques, and guidelines that must be put in
place in order to establish a secure and private environment [33].

Cybersecurity Principles The pillars of cybersecurity must be mapped with the other components
of the approach. Taking into account the resources provided by the American’s National Institute of
Standards and Technology (NIST), other than the CIA Triad (Confidentiality, Integrity, Availability),
the following principle must be included: Authentication and Authorization, Encryption, Vulnerability
Management, Resilience, Monitoring and Logging, and Training[34].

3.2. Human-Computer Interaction

Human-Computer Interaction (HCI) is the discipline that studies methods and techniques to design and
develop usable systems that can improve the interaction process [35]. Usability is the cornerstone of
HCI, which can be ensured by creating systems following the HCD approach.

Usability It is critical because complex or unintuitive security measures often lead users to bypass
them, weakening overall protection [36]. When systems are hard to use, people make errors, reuse
passwords, or disable security features altogether. Effective cybersecurity must balance strong protection
with ease of use to ensure users can comply without friction [37, 4].

Human-Centered Design It is an approach that aims to make systems usable and useful by focusing
on the users, their needs and requirements, and by applying human factors/ergonomics, and usability
knowledge and techniques [4].

3.3. Ethics and Law

The development and deployment of AI systems must align with existing regulatory and ethical
frameworks to safeguard humans. In the European Union, laws and principles (i.e. AI Act and GDPR)
guide the responsible use of AI, focusing on protecting individuals’ rights and preventing potential
risks.

European AI Act It is a law that regulates the development and use of AI in the European Union
(EU) to ensure AI systems are safe and respect fundamental rights. It classifies AI systems in different
categories of risk, including prohibited, high-risk, and those subject to transparency obligations. To
create AI systems that are compliant with the AI Act, four principles must be referred to: protection,
transparency, automation level and fairness [10].

GDPR It is a European legal framework that sets guidelines for the collection and processing of
personal information from individuals. It applies to any organization that processes personal data of
EU citizens, regardless of the organization’s location, with the aim to safeguard people’s privacy and
sensitive data [9].

Ethics AI systems must not discriminate against individuals (e.g., minorities), exhibiting fair behavior
and ensuring that biases are not perpetuated. These systems must also implement measures to prevent
the malicious or dangerous use of AI, being safe and reliable. Social and Environmental Impacts must
also be considered [38].



4. Discussions and Conclusions

The current state of this research presents a theoretical approach, but it is intended to validate it with
practical hands-on AI systems. This approach finds relevant applicability in high-stakes scenarios, such
as in the medical field, in which it is important that AI models properly access and processes data,
complying with the ethical principles that guide the well-being in society [39]. In this domain, the
adherence of an AI system to the security and legal standards holds equal importance to exhibiting
a stable and accurate behavior [40]. This means that the model must support physicians in making
decisions, but it also must be integrated with a system that features an interaction paradigm that fosters
communication and learning. Such considerations imply that, when evaluating these systems, the field
of HCI, Cybersecurity, and Ethics and Law must equally contribute with their own metrics, methods,
and techniques [41, 21].

It is important to create secure and legally compliant systems while considering the challenges and
opportunities of integrating AI into cybersecurity [42]. It is also crucial to keep humans at the center of
the design, development, and evaluation of these systems, aligning to ensure safety, well-being, and
robustness. As usability is becoming an increasingly central topic when it comes to AI systems, its
connection to cybersecurity is not properly considered. At the same time, usable security principles
and best practices must be integrated in such systems in their creation process [43]. The proposed
approach involves attributing equal importance to HCI, cybersecurity, and Ethics and Law as a first
effort to reach the higher objective of reaching a symbiotic relationship between humans and AI. This
implies that, although humans are still the weakest link of the chain [13], AI systems can compensate
for their limitations and enhance their cognitive capabilities [3].

Future works will concern the definition and validation of practical criteria that can be employed
for evaluating AI-based systems adhering to HCCS that can be applied both in the academic and
industrial contexts. Evaluating the approach will involve both its components and the AI systems taken
in consideration; thus, case studies are necessary to ensure a scientific and technical soundness. The
validation in will inevitably encompass the refinement and evaluation of the approach, which is currently
theoretical, and iteratively improve it in order to achieve more standardization and systematization.
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