Research on Paper Semantic Novelty Measurement Based
on Large Language Model*

Xinpeng Qiu'*and Jing Li*7
! Sun Yat-sen University, No. 132, Outer Ring East Road, University Town, Guangzhou, Guangdong Province, China

Abstract

This paper proposes a semantic novelty measurement model for scientific papers using a large language
model to generate question and method words semi-supervisedly. LoRA and prompt words enhance
keyword generation accuracy and structural measurement. The model achieves 66.0% recall, 63.6%
precision, and 65.9% sum, improving with more training samples. At 3000 samples, the training set is cost-
effective. The proposed method, leveraging fine-tuned large language models, is effective and robust.
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1. Fine-tuning design of large language model

According to the demand of "extracting paper keywords", this paper adopts the LoRA framework
of intrinsic rank adapter to fine-tune and train the large model and the weight matrix of the pre-
trained model: W, = R%*k, Its update is represented by low-rank decomposition.

Wy + AW = W, + BA (1)

Where, W, represents the weight matrix of the pre-training model, AW represents the parameter
update during fine-tuning, B is a trainable matrix, which is all 0 matrix at initialization. A is also a
trainable matrix, r << min(d, k), BERMT A€R™ K 1In the training process, Wygradient update is no
longer carried out, and A and B are trainable parameters.

In this paper, prompt engineering template is used to fine-tune the large language model. The
main function of prompt is to accurately identify and generate keywords related to the original text
from the paper abstract. The composition of the template is shown in the formula below.

Prompt = Instruct + Example + Input + Output ()

Instruct represents the description of the keyword generation task, Example represents the
instance, Input represents the input text, and Output represents the output result requirement. In
this paper, the prompt engineering design template is designed to clearly and specifically describe
the task objectives and task contents in "Instruct”, and the specific paper abstract and expected
keyword generation results are given in "Example".
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2. Paper novelty score calculation

After early data acquisition, processing and fine-tuning of LLaMA3 large language model, this
study summarizes the keywords of each sample paper generated, takes the publication year of the
sample paper as the reference point, and uses the fine-tuning large language model LLaMA3 to
calculate the semantic similarity. Specifically, We compared the occurrence frequency of keywords
in other research literature in the same research field earlier than the publication time of the
current sample papers. This comparison process uses the fine-tuned trained large language model
LLaMAS3 to ensure the accuracy and validity of the comparison. We record the frequency of these
keywords and mark them as specific reference data. Let's call it. Substituting into the calculation
formula, the score obtained is the semantic novelty score of the sample papers and the paper
novelty measure is shown below.
NOUn _ z:11Q=|1ln[n(q,t)+1]+1 (3)
el

Where, Nov,, represents the novelty score of the paper to be tested, n(Qy) Represents the
frequency of occurrence of keywords in the paper to be tested compared with that in the paper
before publication.

3. Data collection and parameter setting

This paper uses the Web of Science core set as a data source, selecting scientific and technological
papers from top-level Computer Science disciplines published in 2018-2019. The search criteria
retrieved 15,348 papers. To evaluate semantic novelty, it obtained a complete database of the field,
including paper titles, abstracts, citation frequencies, and JCR partitions. The study divided the
sample dataset into a training set (6,100 papers from 2018, with subsets of 500, 1500, and 3000
samples) and a test set (9,300 papers from 2019) to build and evaluate a fine-tuning model.The GPU
used in the experimental environment of this paper is NVIDIA A800 SXM4, Python version 3.10,
and Pytorch version 2.0.1. The parameter Settings of the large model training in this paper are
shown in Table 1.

Table 1
Parameter setting

Parameter Number

Learning rate 2e-5
per_device_train_batch_size 4

per_device_eval_batch_size 4
num_train_epochs 3
evaluation_strategy 'steps'
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4. Empirical analysis

4.1. Analysis with general language model

The current representative general large language models Gemmaz2, Phi3, GPT-4 and LLaMA3 are
selected for comparison with the fine-tuning model in this paper, and the results are shown in
Table 2.

Table 2
Comparison of keyword generation effect between fine-tuned language model and general
language model

Method Recall Precision F
Phi3 34.0% 46.0% 40.8%
Gemma2 30.0% 48.0% 36.9%
LLaMA3 32.6% 54.0% 40.7%
GPT-4 54.2% 68.0% 60.3%
Ours 66.0% 81.0% 72.7%
Conclusion: The fine-tuned LLaMA3 can generate better paper keywords.
4.2. Ablation experiment
Table 3
Comparison of keyword generation effect
Method Recall Precision F;
LLaMA3 32.6% 54.0% 40.7%
Ours/LT 58.0% 63.5% 60.6%
Ours/PT 63.0% 75.0% 68.5%
Ours 66.0% 81.0% 72.7%

Conclusion: LoRA fine-tuning and hint word fine-tuning can significantly improve the
generation effect of the model in this paper.

4.3. Analysis of validity of paper novelty results
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Figure 1: Interval plot of novelty score distribution based on different model measures

Conclusion: The fine-tuning model proposed in this paper can significantly improve the
discrimination and accuracy of novelty score measurement in the application of text keyword
generation, and can achieve the effect of model improvement.
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Besides, in this study, the Delphi method is used to rank the 10 papers with high and 10 papers
with low semantic novelty out of order and score them to the experts.

5. Discussion

Through the above empirical analysis, it is proved that the fine-tuned LLaMA3 can effectively
improve the keyword generation effect of the paper, and further optimize the semantic novelty
measurement of the paper.
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