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Abstract
Detecting and recognizing text in natural images is a critical task for extracting meaningful information, yet it remains
highly challenging due to the variability and complexity of unstructured text in real-world scenarios. Traditional image
processing techniques often rely on handcrafted features, which struggle to adapt to the diverse and unpredictable nature
of text in the wild. To address these limitations, this paper leverages advancements in deep learning to develop a robust
framework capable of adaptive feature learning, text extraction, and digitization. The proposed method utilizes YOLOv5 for
precise localization of text-rich regions, followed by an LSTM-based module to segment text into individual characters. These
characters are subsequently processed by a Capsule Network-based recognition module, ensuring accurate text recognition. A
semantic post-processing step is incorporated to further enhance the system’s overall performance. Experimental evaluations
conducted on popular benchmark datasets demonstrate that the proposed framework significantly outperforms existing
state-of-the-art methods, achieving superior accuracy and efficiency in both text detection and recognition tasks.
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1. Introduction
The detection and recognition of unstructured text in nat-
ural scene images have garnered significant attention in
the computer vision community, driven by their broad ap-
plicability across diverse real-world scenarios, including
robotics [1, 2]and cognitive systems [3, 4]. Unlike tradi-
tional printed documents, the extraction of text from un-
structured, real-world scenes presents unique challenges
due to the high variability of text patterns, diverse fonts,
and complex background environments. These chal-
lenges have spurred extensive research into scene text
detection and recognition over the past decade, leading to
the development of numerous methods and frameworks
to address this problem [5, 6]. Approaches can be gen-
erally categorized into conventional machine learning
techniques [7, 8, 9, 10] and advanced deep learning-based
methods [11, 12, 13]. Traditional machine learning meth-
ods for scene text detection typically rely on handcrafted
features combined with classifiers, which, although suc-
cessful in certain controlled environments, struggle with
the large variability and complexity of natural scene text.
These methods often fail to generalize effectively across
diverse settings, making them less reliable in real-world
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applications. In contrast, deep learning-based approaches
have exhibited remarkable improvements by automat-
ically learning hierarchical features from data, provid-
ing the flexibility and robustness needed for handling
diverse and unstructured text [11, 12, 14]. This trend
of leveraging deep neural networks has revolutionized
the detection and recognition of scene text, pushing the
boundaries of performance in both detection [15, 14] and
recognition [16, 17] tasks. In related fields such as EEG
signal classification and robotic vision, similar advance-
ments have been achieved through the integration of
deep learning models. For instance, in EEG-based clas-
sification, Convolutional Neural Networks (CNNs) and
Long Short-Term Memory (LSTM) networks have been
successfully used to classify brain activity patterns for
various applications, including mental health diagnostics
and control systems for robotics [18, 19]. In robotics,
autonomous systems use deep learning for visual percep-
tion, enabling robots to perform complex tasks such as
navigation in dynamic and unstructured environments, a
field where advancements in computer vision are closely
tied to real-time decision-making [13, 1].

Building on these advancements, this paper proposes a
novel two-stage framework for scene text detection and
recognition, incorporating state-of-the-art techniques
from both the computer vision and deep learning fields.
In the first stage, we employ a YOLOv5-based detection
model, which allows for the efficient and precise identifi-
cation of text regions in natural scene images. YOLOv5’s
ability to predict both bounding boxes and class probabil-
ities in a single pass ensures high accuracy and real-time
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performance, making it suitable for practical deployment
in robotics and mobile applications. In the second stage, a
Latin text recognition module is introduced, which com-
bines character segmentation via an LSTM network and
text recognition using a Capsule Network (CapsNet) to
capture complex spatial relationships between charac-
ters and words. The system is further enhanced by a
semantic post-processing step that applies grammatical
corrections and evaluates word similarity using metrics
such as Levenshtein distance and cosine similarity.

The primary contributions of this work are as follows:
First, we present a robust end-to-end system for scene
text detection and recognition tailored for Latin scripts.
Second, we propose an efficient one-stage text detector
based on a Fully Convolutional Network (FCN), which
handles multi-scale text detection without introducing
excessive computational overhead. Third, we introduce
an innovative recognition module that integrates LSTM
and CapsNet, achieving comparable performance to state-
of-the-art systems in text recognition tasks.

The remainder of this paper is organized as follows:
Section 2 provides an overview of related work, high-
lighting significant advances in scene text detection, EEG
classification, and robotic applications. Section 3 presents
the details of the proposed framework. Section 4 outlines
the experimental setups and performance evaluations,
while Section 5 concludes with a summary and future
directions.

2. Related work
The detection and recognition of scene text have garnered
substantial attention in the computer vision domain due
to their significance in numerous real-world applications.
Over the years, various methods have been proposed to
tackle the challenges associated with scene text detection
and recognition, which have been thoroughly reviewed
in several comprehensive surveys and analyses [20, 21].
These methods can be broadly classified into two main
categories: text detection and text recognition.

Scene text detection approaches can be divided into
traditional machine learning-based methods and modern
deep learning-based methods. Traditional approaches
rely heavily on handcrafted features and techniques such
as sliding windows and connected components to detect
text in natural scene images [22, 23, 24, 25, 26]. Although
these methods have shown promising results, they of-
ten suffer from a high rate of false positives when ap-
plied to complex and diverse real-world scenarios. In
contrast, deep learning-based methods have emerged
as the dominant approach, offering improved accuracy
and robustness [11, 27, 14, 28]. Deep learning-based text
detection methods can be further categorized into two-
stage and one-stage strategies. Two-stage approaches,

such as Faster R-CNN [29], rely on regional proposals
and have inspired advanced models like Connectionist
Text Proposal Network (CTPN) [30], R2CNN [31], and
RRPN [32, 33]. For example, TextFuseNet [34, 35] uses
multi-level feature representations and multi-path fusion
to enhance text detection, achieving high accuracy but
with significant computational overhead. On the other
hand, one-stage approaches eliminate the region pro-
posal phase and directly estimate candidate text regions
from feature maps. Networks such as YOLO [36, 37, 38],
SSD [39], and their derivatives have demonstrated ex-
ceptional efficiency. For instance, Gupta et al. [40] inte-
grated YOLO with a random-forest classifier to reduce
false positives, while He et al. [41] incorporated an at-
tention mechanism in SSD to suppress background noise.
Similarly, TextBoxes [11] and its extension, TextBoxes++
[42], addressed varying text aspect ratios and arbitrary
orientations, respectively, while SegLink [15] used SSD
to segment text into smaller components linked into com-
plete instances. EAST [14] directly employed a fully
convolutional network (FCN) for efficient text region
detection without unnecessary intermediate steps, fol-
lowed by thresholding and non-maximum suppression
for refinement.

Text recognition methods are generally classified into
sequence-based, word-based, and character-based ap-
proaches. Sequence-based approaches represent text as
a sequence of characters. For example, CRNN [43] com-
bines convolutional and recurrent neural networks to
extract feature sequences and model contextual infor-
mation. Similarly, Shi et al. [16] integrated a spatial
transformer network with a sequence recognition net-
work to robustly recognize irregular text. Word-based
approaches, such as Jaderberg et al.’s method [17], focus
on recognizing entire words by training convolutional
neural networks on synthetic word datasets. While these
methods have achieved state-of-the-art performance,
they are often constrained by a predefined vocabulary.
Character-based approaches, on the other hand, detect
and recognize individual characters before assembling
them into words. For instance, Minetto et al. [44] uti-
lized histograms of oriented gradients for character de-
scription and recognition, while Yao et al. [45] proposed
Strokelets, a robust multi-scale representation capturing
character structures at different levels. This approach
offers greater flexibility and is not limited by text length,
making it suitable for complex scenarios.

These advancements in both text detection and recog-
nition have significantly contributed to the development
of more robust and efficient systems, laying a strong
foundation for further research in this domain.
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Figure 1: General architecture of proposed model.

3. Proposed model
The proposed model, as illustrated in Figure 1, consists
of two imperative component including text detector and
text recognizer. Firstly, candidate text region is localized
from input image using one-stage text detector based on
YOLOv5. Following that, text image is segmented into
set of individual character patches using BILSTM-based
segmentation technique. Then, these patches pass one-
by-one to the capsule network which help to accurately
recognize each character. The Set of recognized charac-
ters form complete word which pass by Post-Processing
module to apply semantic correction in order to enhance
the accuracy and effectiveness of recognizer component.
More details about each component are described below.

3.1. One-stage text detector
Yolov5 was chosen as our scene text detector for several
key reasons. First, it integrates the Cross Stage Partial
Network (CSPNet) [46] with Darknet, forming CSPDark-
net as its backbone. This design enhances inference speed
and accuracy while reducing computational complexity
by merging feature maps from different network stages.
Second, Yolov5 employs the Path Aggregation Network
(PANet) [47] to improve information flow. PANet uses
an enhanced Feature Pyramid Network (FPN) structure

with a shorter bottom-up path to better propagate low-
level features, aiding the model’s performance on unseen
data and improving text scaling. Additionally, adaptive
feature pooling ensures valuable information is passed
through each feature level, enhancing localization accu-
racy for text detection. Finally, Yolov5’s detection heads
generate three different feature map sizes, enabling multi-
scale predictions and enabling the detector to handle text
of varying sizes under challenging real-world conditions.

3.2. Text Recognition System
In this section, we introduce the second stage of our
framework which consists of three modules:

3.2.1. Segmentation module

After detecting the text using Yolov5, two layers of LSTM
have been used with 256 units to learn long-ranges tem-
poral dependencies. The LSTM architecture consists of
three gates called input, forget, and output gates, con-
nected with memory cells which make the LSTM stores
the previous context for long time. The input gate con-
sists of encoding information by applying hyperbolic
tangent function (𝑡𝑎𝑛ℎ) on the active cell (𝑥𝑡) and the
previous cell output (ℎ𝑡−1) in order to generate vector
of values between −1 and +1. Meanwhile, the forget
gate used (𝑥𝑡) and (ℎ𝑡−1) to be multiplied with weight’s
matrices and added to the bias, then passed to the activa-
tion function which resulted binary values. Where the 0
means that the cell information will be cleaned, however,
the 1 means that the cell information will be stored for
the future use. The output gate applies 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 and
𝑡𝑎𝑛ℎ function to active cell (𝑥𝑡) and the previous cell
output (ℎ𝑡−1), then, multiply them with the vector val-
ues generated in the input gate to produce an output that
will be passed to the next cell.

Figure 2: BI-LSTM architecture for segmentation module.

In our work, we used bidirectional LSTM, as shown in
figure 2, to context information from each vector of the

81



Djouher Akrour et al. CEUR Workshop Proceedings 79–88

detected words by applying the forward and the back-
ward LSTM. The first one is used to analyze a vector
of forward hidden states

−→
𝑆 = {

−→
𝑆1,
−→
𝑆2, ...,

−→
𝑆𝑡} , which

is only dependent on the left neighbors at each time 𝑡.
while, the backward LSTM is used for analyzing a vector
of backward hidden states

←−
𝑆 = {

←−
𝑆1,
←−
𝑆2, ...,

←−
𝑆𝑡}, which

is only dependent on the right neighbors at each time
𝑡. In the last step, the result of forward and backward
should be concatenate to represent character’s segment
at each vector 𝑆𝑡 = [

−→
𝑆𝑡;
←−
𝑆𝑡]. The output of the segmenta-

tion is sequence of character’s image which will be faded
to CapsNet after convert it to binary image.

3.2.2. Recognition module

Here, we tend to apply the same CapsNet structure em-
ployed previously in [6] and modifying it according to
our purpose. Figure 3 depicts the overall CapsNet struc-
ture used for scene text recognition.

Figure 3: An overview of proposed CapsNet architecture. [6]

The CapsNet structure is composed of an encoder and
a decoder, former of which comprises of:

• 𝑅𝑒𝐿𝑈 Convolutional Layers: The layer has 256
kernels each with a bias term, stride of 1, size of
9×9×1 followed by the rectified linear activation
(𝑅𝑒𝐿𝑈). This layer used as lower-level feature
extractors and outputs 20× 20× 256 tensor.

• PrimaryCaps layers: The 8 capsule layer applies
9 × 9 × 256 convolutional kernels, with stride
2, to the 20× 20× 256 input tensor. This layer
produce combination of the above feature outputs
and generates 6× 6× 8× 8 tensor.

• CharCaps Layers: These 70 capsule layers are
used for the generation of the loss function and
transformational weight matrix.

Whereas, Decoder consists of three Fully Connected
layers (FC).

The loss function is calculated for correct and incorrect
CharCaps, primarily defined as 1 if the correct label corre-
sponds with the character of this particular CharCap and
0 otherwise. A zero-loss event is initiated either when a
probability of right or wrong prediction is greater than
𝑚+ or less than 𝑚−, respectively. For each CharCaps
capsule, 𝑘, the incurred loss is as follows:

𝐿𝑘 = 𝑇𝑘 max
(︀
0,𝑚+ − ‖𝑣𝑘‖

)︀2
+ 𝜆(1− 𝑇𝑘) max

(︀
0, ‖𝑣𝑘‖ −𝑚−)︀2 (1)

where 𝑇𝑘 = 1 if an image of class 𝑘 is present and
𝑚+ = 0.9 and 𝑚− = 0.1, we use 𝜆 = 0.5.

The 8 × 16 transformation matrix 𝑊𝑖𝑗 maps the 8-
dimensional capsule input space to a 16-dimensional cap-
sule output space for each class 𝑗 in relation to the capsule
output of the previous layer 𝑢𝑖. The predicted vector 𝑢̂𝑗|𝑖
is expressed by a matrix operation between the weight
matrix 𝑊𝑖𝑗 and 𝑢𝑖.

𝑢̂𝑗|𝑖 = 𝑊𝑖𝑗𝑢𝑖 (2)

The final output 𝑣𝑗 for class 𝑗 is computed using novel
vector-to-vector nonlinearity squashing function as:

𝑣𝑗 =
‖𝑆𝑗‖2

1 + ‖𝑆𝑖‖2
𝑆𝑗

‖𝑆𝑖‖
(3)

where:

𝑆𝑗 =
∑︁
𝑖

𝐶𝑖𝑗 𝑢̂𝑗|𝑖 (4)

with 𝐶𝑖𝑗 coupling coefficients measuring the probability
of primary capsule 𝑖 probabilistically triggering capsule
𝑗. 𝑆𝑗 representing the weighted sum shrinked by the
squashing function.

3.2.3. Post-processing module

In this module, English lexicon, Levenshtein distance
[48] and cosine similarity [49] metrics are adopted to
grammatically check the resulted word from CapsNet.
The main purpose of use such metrics is to determine the
required number of changes (inserting, deleting or replac-
ing a character in word) and enhancing recognizer com-
putational efficiency by reducing the number of words
that will be treated by cosine metric. Figure 4 depicts the
overall architecture of post-processing module.

The word generated by CapsNet pass firstly to the
lexicon for selecting the set of words that have the same
Stem of the input word. Then, this set of words will be
handled one-by-one by the two metrics mentioned before.
Finally, the word with the highest cosine similarity is
chosen as the correct word.

Levenshtein [48] is based on calculating the distance
matrix between the components of two words. The first
step is to create matrix of shape (𝑚+2, 𝑛+2) where 𝑚
and 𝑛 are the size of the two words. The first two lines
represent the first word and indices respectively, and the
first two columns represent the second word and indices
respectively. Then, the matrix should be completed with
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Figure 4: An overview of the proposed post-processing mod-
ule.

0. For instance, the matrix of the word “beter” and “better”
will look like:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝑏 𝑒 𝑡 𝑒 𝑟
1 2 3 4 5

𝑏 1 0 0 0 0 0
𝑒 2 0 0 0 0 0
𝑡 3 0 0 0 0 0
𝑡 4 0 0 0 0 0
𝑒 5 0 0 0 0 0
𝑟 6 0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
After that, we have to compare between the characters

of the two words, character by character in each row and
each column. The value of comparison in the point (𝑥, 𝑦)
will be the minimum of three values [(𝑥 − 1, 𝑦) + 1],
[(𝑥− 1, 𝑦− 1)], and [(𝑥, 𝑦− 1) + 1]. The output of this
matrix will be:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝑏 𝑒 𝑡 𝑒 𝑟
1 2 3 4 5

𝑏 1 0 1 2 3 4
𝑒 2 1 0 1 2 3
𝑡 3 2 1 0 1 2
𝑡 4 3 2 1 1 2
𝑒 5 4 3 2 1 2
𝑟 6 5 4 3 2 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
As we see in the resulting matrix, the positions (5, 4)

and (6, 5) have the value 1 which are incorrect because
the letter “e” in the position (5, 0) is equal to the letter “e”
in the position (0, 4). In addition to that, the Levenshtein
distance between the two words is 1 which means that
there is missing character in the second word. Using
Levenshtein distance allows recognizer to select three
most identical words from the set of words who will be
next treated by the cosine metric.

Cosine Similarity is based on calculating the cosine
angle of words’ vectors [49]. After constructing the vec-
tor of the two words (𝑊1,𝑊2), the cosine similarity is
calculated as follows:

cos (𝑊1,𝑊2) =
𝑊1 ×𝑊2

‖𝑊1‖ × ‖𝑊2‖

=

∑︀𝑛
𝑖=1 𝑊1𝑖 ×𝑊2𝑖√︀∑︀𝑛

𝑖=1 𝑊
2
1𝑖 ×

√︀∑︀𝑛
𝑖=1 𝑊

2
2𝑖

(5)

cos(𝑏𝑒𝑡𝑒𝑟, 𝑏𝑒𝑡𝑡𝑒𝑟) = 0.89

The values of the cosine similarity will be arranged
between 0 and 1 where values closer to 1 indicate that
the words more similar.

4. Experiments and results

4.1. Datasets
To evaluate the performance and versatility of our pro-
posed text detection and recognition framework, we
conduct experiments using four challenging benchmark
datasets: ICDAR2013 [50], ICDAR2015 [51], MSRA-
TD500 [52], and ICDAR2017-MLT [53]. The ICDAR2013
dataset is widely recognized as the standard benchmark
for horizontal text detection. It includes 229 training
images and 233 testing images, with word-level annota-
tions provided for each image. Similarly, the ICDAR2015
dataset comprises 1000 training images and 500 test-
ing images, featuring various accidental scene text in-
stances annotated with quadrangular bounding boxes.
The MSRA-TD500 dataset contains 300 training images
and 200 test images, incorporating both English and Chi-
nese text. The text areas in this dataset are arbitrarily
oriented, and annotations are provided at the sentence
level, making it particularly challenging for text detection
models. The ICDAR2017-MLT dataset is a more complex
and diverse collection, consisting of 7200 training images,
1800 validation images, and 9000 testing images. This
dataset includes multi-oriented, multi-script, and multi-
lingual scene text instances with line-level and word-level
annotations, significantly increasing the difficulty of the
detection task. For the evaluation of text recognition, we
use a modified version of the EnglishFnt dataset from the
Chars74K collection [54], which has also been used in
previous works [6]. This dataset is employed for train-
ing the Long Short-Term Memory (LSTM) network for
word segmentation. To assess the effectiveness of our
text detection and recognition system, we adopt the stan-
dard evaluation metrics, including precision (P), recall (R),
and F-measure (F), to quantify detection and recognition
performance.

4.2. Evaluation
4.2.1. Text detection

To assess the effectiveness of our framework in detecting
horizontal and long text, we compare its performance
with state-of-the-art text detection methods on the IC-
DAR2013 and MSRA-TD500 datasets. On the ICDAR2013
benchmark, our detector outperforms other methods by
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Figure 5: Examples of text detection results of our detector.

at least 1%, except for TextFuseNet [34]. On the MSRA-
TD500 dataset, our detector achieves a precision of 89.5%,
improving upon the SRPN+VGGDet [55] method, which
has a precision of 87.3%. This improvement demonstrates
the superiority of our framework in detecting long scene
text using a single fully connected network. We also
validate the performance of our detector on multilingual
text detection using the ICDAR2017-MLT dataset. Except
for DB-ResNet-50 [56], our detector delivers the highest
precision, confirming that our Yolov5-based framework
effectively handles the diverse text shapes across differ-
ent languages. For multi-oriented text detection on the
ICDAR2015 dataset, our method achieves an F-measure
of 55.7% and precision of 76%. Compared to one-stage
methods such as SegLink [57], EAST [14], TextBoxes++
[42], and RRD [58], our precision is 7.3%, 11.2%, and 9.6%
lower, respectively, but 2.9% higher than SegLink. This
indicates that while our detector does not surpass oth-
ers in precision for multi-oriented text, it still performs
competitively. Additionally, the use of multi-branch de-
tection improves detection accuracy. By generating fea-
ture maps of three different sizes (18 × 18, 36 × 36,
72 × 72) and fusing them, our detector effectively uti-
lizes both shallow and deep features. This enables it to
capture rich details and semantic information, enhancing
its ability to handle text of varying sizes. Overall, our
experimental results demonstrate that the proposed text
detector achieves comparable performance to state-of-
the-art methods. It effectively detects horizontal, long,
multilingual, and multi-oriented text in natural images,
as illustrated in Figure 5. Despite the varying styles of
images, the results highlight the detector’s ability to ac-
curately identify text with diverse shapes, orientations,
sizes, and languages.

4.2.2. Text Recognition

The segmentation results demonstrate an impressive
94% accuracy when training our LSTM model on the
Chars74K dataset. This improvement highlights the abil-
ity of LSTM to learn long-range temporal dependencies
by utilizing both the forward and backward aspects of the
LSTM architecture. The model effectively captures the
features of both previous and future characters within
the image, enhancing segmentation of the box image into
sub-images, which are then passed to the CapsNet model.

Experimental results show that our CapsNet model,
trained on Chars74K images, achieves a recognition rate
of 92%. This indicates that our character recognition
model significantly outperforms state-of-the-art meth-
ods, as presented in Table 1, and achieves comparable
performance to the optimal methods.

Table 1
Recognition rate comparison of state-of-the-art methods on
the Chars74K dataset

State-of-the-art methods Recognition rate [%]

AlexNet [59] 77.77
GoogleNet [59] 88.89
Multiscale HoG Features [60] 80
ConvNet [60] 71.69
DCNN [61] 90.32
Proposed CapsNet architecture 92

Our results also demonstrate CapsNet’s ability to han-
dle a wide variety of character shapes and its robustness
when dealing with datasets containing a larger number
of classes (70 classes). Table 2 presents the accuracy,
recall, and F1-score for a selection of characters from
the Chars74K dataset. This significant improvement in
performance is attributed to the complexity of the Prima-
ryCaps layers, which, by utilizing vectors during train-
ing, increase the model’s capacity to represent character
information and effectively capture various character
attributes.

Table 2
Accuracy (Acc), Recall (Rec), and F1-score (F1) of Character
Recognition (CapsNet)

Metric 0 2 9 I P Y x y ?

Acc [%] 78 99 99 89 91 92 80 96 97
Rec [%] 83 99 98 78 91 96 83 91 100
F1 [%] 81 99 98 83 91 94 81 93 99

Figures 6 and 7 illustrate the accuracy and loss of Cap-
sNet during training and validation on the Chars74K
dataset. Following the application of semantic correction
in the post-processing module, the overall word recogni-
tion accuracy reaches an exceptional 98%.
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Figure 6: The accuracy of CapsNet in training and validation
on Chars74K.

Figure 7: The loss of CapsNet in training and validation on
Chars74K.

5. Conclusion
In this paper, we have presented a novel end-to-end sys-
tem for extracting text from natural scene image. We
introduced robust detector which can suitably localize
and extracts the region where text is existing and this has
an appreciable increase in accuracy while recognizing
the texts. The proposed detector is resistant to back-
grounds complexities and is insensitive to noise, scale
change, variation of font and languages. Moreover, a
modular Latin text recognition method is proposed to
accurately recognize text in different situation. We addi-
tionally employed, in this work, CapsNet with dynamic
routing for recognition of detected text. After devising
the text detected to sub-images of individual characters
using specific segmentation method based on BI-LSTM
network; CapsNet is leveraged to diverse characters into
tens of categories. Furthermore, we proposed semantic
method as post processing step to improve the perfor-
mance and the accuracy of the system in the full word
recognition.

Experimental results on different popular text spot-
ting benchmarks, including both regular and irregular
datasets, prove that our proposed model can significantly
outperform state-of-the-art methods in terms of detec-
tion and recognition with its efficiency and high accuracy.
In future work, this system will be tested in Chinese or
other languages. Future work will look also at improving
our model to deal with the problems of false positives and
partially detected text lines especially those belonging to
arbitrarily-oriented and curved textual regions.

6. Declaration on Generative AI
During the preparation of this work, the authors used
ChatGPT, Grammarly in order to: Grammar and spelling
check, Paraphrase and reword. After using this tool/ser-
vice, the authors reviewed and edited the content as
needed and take full responsibility for the publication’s
content.
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