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Abstract
Recommender systems are invaluable in filtering vast amounts of information online. However, there are
ethical challenges related to their objectives and design that have the potential to make some users vulnerable.
Within emergent AI policy and regulation, vulnerable users have been given safeguarding measures to protect
them against manipulation or exploitation. Vulnerable users are primarily defined as children and adults with
particular characteristics. However, this definition focuses attention on the cause of vulnerability being the
user’s characteristics rather than the design of recommender systems. However, all users regardless of personal
characteristics, may be considered vulnerable to negative effects associated with recommender algorithms. This
paper examines three threads of vulnerability within recommender systems: vulnerability derived from specific
user characteristics, the vulnerabilities of the recommender systems themselves and vulnerability caused by
the nature of interactions between users and recommendation algorithms. This paper argues that while it is
essential to offer more protection and assistance to users who are considered vulnerable by virtue of certain
characteristics, it is also important to acknowledge the possibility of all users being rendered vulnerable by
features of the recommendation algorithms themselves. This reconsideration of the concept of vulnerability
serves to highlight the importance of researching the effects of recommender algorithms on user groups that are
currently understudied.
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1. Introduction

Recommender systems within large-scale online platforms are profoundly influential in society, given
their role in governing the dissemination of content online. Ethical challenges that these systems pose
at a societal and user level are well documented [1, 2, 3]. However, there is a need for further research
on how different user groups are affected by the design of recommendation algorithms.

Measures to ensure the safeguarding of large-scale online platforms are being developed within the EU,
with special consideration given to user groups commonly termed “vulnerable”. These considerations
are based on characteristics such as age, disability, gender, mental incapacity, physical ability, racial or
ethnic origins and sexual orientation [4, 5, 6, 7]. However, research has shown that design features of
recommendation algorithms can negatively affect many user groups who are outside these pre-defined
categories. Indeed, following on from Riefa [8] and adopting Fineman’s theoretical framework of
vulnerability [9], the conceptualisation of vulnerability in the context of technology assumes that
certain characteristics of user groups are the cause of negative effects of otherwise ethical systems,
when in fact it is the design of the system that renders the users vulnerable. For instance, while the
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consumption of dieting videos may not pose harm to many users, individuals with diagnosed eating
disorders who are excessively exposed to such content could become susceptible to negative impacts
[10], potentially rendering them vulnerable. However, users who suffer from eating disorders under the
current definition of vulnerability are not explicitly considered to be vulnerable within the context of
AI systems. Given the pace of change in the design of recommendation algorithms on online platforms
and their widespread use throughout society, there is a clear need therefore, for extensive research on
the effect of recommender algorithms on different and understudied user groups to identify design
practices that may affect them negatively.

2. The Impact of Recommender Systems on User Engagement and
their Ethical Challenges

Recommender systems are vital for the effective filtering of information online with many people
interacting with them daily. They have been widely deployed within various domains including
electronic services, streaming platforms and social media (e.g. Netflix, Amazon, Instagram, YouTube
and Facebook). At its core, recommender systems are AI systems that pair users with items (e.g. movies,
books, songs, social media posts) based on previous implicit or explicit interactions between the user
and the system employing several techniques to do so, the most popular being collaborative filtering
and content-based filtering.

Recommender systems face a range of ethical challenges, which can be exacerbated by their design
and objectives, including maximising user engagement and retention. These challenges can encompass
issues relating to breaches of user privacy, behaviour manipulation, recommendation of inappropriate
or harmful content, autonomy and personal identity theft, bias and marginalisation, and social effects
caused by filter bubbles and information echo chambers. While the drive to maximise engagement
can contribute to these problems, it is important to recognise that the ethical landscape is complex
and multifaceted, often involving the interplay of multiple factors beyond solely engagement metrics.
For instance, recommender systems are considered to be one of the major culprits for the creation
of filter bubbles on social media [11]. Filter bubbles emerge when recommender systems selectively
curate the content that an individual is exposed to due to their previous interactions, preferences and
online behaviour, often limiting the user to information that aligns with their interests, beliefs and
preferences [12]. Recommender systems have also faced criticism for recommending harmful and
problematic content online [13]. For example, results of one study (see [14]) have shown that the chance
of encountering hateful content relating to gender, ethnicity, political views, terrorism, and religion, of
users between the ages of 15 and 30, had tripled between 2013-2015 [15]. This increase is considered to
be a direct result of user interactions with recommender systems leading users to content that they
may not have encountered on their own.

Along with design features, inherent vulnerabilities of recommender systems in turn render users
vulnerable to issues concerning privacy and security. If gathered data is mishandled, this could result in
privacy breaches for users and identity theft, financial loss, phishing attacks and unauthorised access to
accounts. Data poisoning is a method used by attackers where they inject false or misleading data into
a data set with the intention of influencing the outcomes of recommender systems trained on that data.
This can lead to incorrect decisions made by the algorithm potentially causing individual and societal
harm [16, 17]. Collaborative filtering is susceptible to various attacks, including profile injection [18],
which involves the introduction of fake users or false ratings on items with malicious intent. As outlined
in Biden’s Executive Order [19], AI systems need to be created with robust security measures to prevent
malicious attacks. This can be done by employing privacy-preserving techniques, businesses regularly
updating the algorithms used, and continuously monitoring and employing independent auditors. Due
to the inherent vulnerabilities of recommender algorithms, users are exposed to potential risks, in turn,
rendering them vulnerable.
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3. Three Threads of Vulnerability

Similar to Riefa [8], this paper views vulnerability through the lens of Martha Fineman’s vulnerability
theory. Fineman argues that society should acknowledge that vulnerability is inescapable [9]and not
limited to certain groups, but is a fundamental aspect of the human condition. Currently, AI policies
have implemented assistive and protective measures for vulnerable users of AI systems, mostly focusing
on the vulnerable personal characteristics of users. AI policy has also acknowledged how systems
themselves can be vulnerable. This paper evaluates concepts of vulnerability in existing AI policy (i.e.
the European Commission’s Digital Services Act and the European AI Act, the G7 Hiroshima summit’s
Proceedings, Biden’s Executive Order Safe, Secure, and Trustworthy Artificial Intelligence, and the
Online Safety Bill) and evalutes them in the context of a broader conceptualisation of vulnerability.

3.1. Characteristic-based Vulnerability

Riefa [8] argues that the notion of vulnerability is widely understood, transcending various disciplines
and encompassing several factors including age, gender, locality and socio-economic factors along
with personal or special characteristics such as mental incapacity and physical disability. Emergent AI
policy and regulation reflects this concept of vulnerability. For example, users under the EU AI Act
are protected when they are members of a vulnerable group who have faced “historical patterns of
discrimination . . . certain age groups . . . persons with disabilities . . . or persons of certain racial or sexual
orientation” [7]. This definition is also reflected in the Digital Services Act (DSA), as its exploration of
vulnerability encompasses gender, race or ethnic origins, religion, disability, age (specifically minors
and children), and sexual orientation [5]. This, as a result,focuses the definition of vulnerability on
the personal factors in relation to users. The UK Online Safety Act also focuses on a definition of
vulnerability, including several protection measures for vulnerable adult users, children, a member of
a class or group with a certain characteristic, and women and girls [4]. Finally, in Biden’s Executive
Order, vulnerable users are described as protected groups [19]. Building on these approaches to user
vulnerability, further research into the effects of recommender algorithms on different user groups
would serve to broaden the conceptualisation of groups of people afforded protection and question
the source of vulnerability, from a characteristic-based approach to one which critically evaluates the
design of recommender algorithms.

3.2. Recommender System Vulnerability

Vulnerability in the context of recommender algorithms can also refer to the system itself. For instance,
within Biden’s Executive Order, vulnerability is considered in the context of openness to flaws and
cyberattacks [19]. Conceiving the vulnerability of recommender algorithms in this way emphasises the
need for strong security measures but does not consider potential large-scale negative societal effects
as also evidence of system vulnerability.

3.3. Vulnerable by Design

Within the EU’s AI Act, there is a focus on prohibiting some AI practices that “manipulate persons
through subliminal techniques beyond their consciousness or exploit vulnerabilities of specific vul-
nerable groups such as children or persons with disabilities” [7]. The act accounts for vulnerability
in a broader sense, stating that it takes into account that potentially harmed or adversely impacted
persons are in a vulnerable position in relation to being a user of an AI system. This is by far the most
inclusive definition of vulnerability. However, it does focus on user characteristics. It calls for the
specific protection of vulnerable adults and children, against the exposure to malicious attacks and
harmful content rallying for more prohibitions covering manipulative practices [7]. However, when
users interact with recommendation algorithms they may be rendered vulnerable by their design. For
example, as explored by Hasan, the use of recommendations, along with psychological vulnerabilities,
including low-self esteem, loneliness, depression, shyness, low-self control or deficient self-regulation,
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sensation seeking, social anxiety, and locus of control may lead to excessive use of video streaming
services [20]. Excessive use of video streaming services, for example YouTube, has resulted in health
(and other) issues amongst children and adolescents. This has been found to be a direct result of the
platform’s constrained autonomy (due to content recommendation) and the youth’s natural need for
companionship and relatability [21]. The results of a study conducted by Scully et al., found that an
individual’s dissatisfaction with their own body image is significantly related to time spent engaged
in social comparisons, specifically when engaged with female content creators whilst using online
platforms [21].

4. Uncovering Vulnerabilities

Reconsidering the definition of vulnerability as something that can be caused by the design of an
algorithm, rather than something inherent within a person, prompts the need for further research to
explore the effects of recommender systems on previously understudied users. It disrupts assumptions
that susceptibility to the negative effects of recommender algorithms may be limited to those who are
already considered vulnerable in other policy domains.

Given the protections afforded to vulnerable users within the existing and emergent digital policy, it
follows that further research into the vulnerabilities caused by interaction with recommender systems
will result in an extension of those protections to new user groups. While there has been much research
on the overall societal effects of recommender systems such as polarisation, for instance, there is a clear
need for further research focusing on the effects of these algorithms on an individual and user-group
level.

5. Conclusion

This paper highlights the need to reconsider vulnerability beyond an alignment with user characteristics.
Re-framing the concept of vulnerability in the context of recommender systems as something that
can be caused by the system rather than the person necessitates new research on the susceptibility
of presently under-studied users. Uncovering new paradigms of vulnerability to the negative effects
of recommender systems would therefore lead to a more comprehensive and adaptable application of
existing protections within digital policy and regulation.
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