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Abstract
Interpretability has gained significant attention, with most such techniques producing rule-based or
feature importance interpretations. While informative, these interpretations may be harder to understand
for non-expert users and, therefore, cannot always be considered as adequate explanations. To that end,
explanations in natural language are often preferred. This work introduces a novel pipeline for text
classification tasks, offering predictions and explanations in natural language. It consists of (i) a classifier
for providing the labels and (ii) an explanation generator to provide explanations. The proposed pipeline
can be adopted by any text classification task, provided that ground truth rationales are available to train
the explanation generator. Our experiments on sentiment analysis and offensive language identification
in Greek tweets, use a Greek Large Language Model to obtain the necessary explanations that can act as
rationales. The experimental evaluation, performed through a user study and based on three metrics,
showed that this pipeline can produce adequate explanations when a sufficient amount of training data
with accompanying explanations are available, even when these explanations are machine generated.
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1. Introduction

Machine Learning, particularly Deep Learning, is widely applied across domains where its
predictions can influence critical processes, making interpretability essential for providing
justifications. Interpretability comes in many forms, with the most common being rule based
and feature importance interpretations [1]. These kinds of interpretations are not always
preferred by non-expert users, as they may lack information in case of the former, or are not
as intuitive in case of the latter. To that end, explanations in natural language, are becoming
increasingly popular, as they are more easily understood by end users, while also containing
the necessary information to explain the outcomes of machine/deep learning models.

This work explores the concept of multi-task pipelines that can provide both predictions
and also explanations in natural language. This concept of multi-task predictions, containing
both the labels and the corresponding explanations, has been explored mostly for sequence-to-
sequence models [2], in which a single sequence generation model performs both tasks. In our
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work, we propose a pipeline that first provides predictions for text classification problems and
then combines the predictions with their associated input to provide explanations in natural
language for the predicted label, through the use of a sequence-to-sequence model. Unlike
a single multi-task model that generates both labels and explanations simultaneously, the
proposed pipeline allows for greater versatility by enabling the use of distinct models for each
task, with independent performance, facilitating easier optimization.

We evaluate our pipeline for two text classification problems, sentiment analysis and offensive
language detection, in the context of a low resource language, namely Greek, on two datasets
originating from X (formerly Twitter) posts [3, 4] annotated with relevant sentiments and labels,
respectively. To obtain the rationales needed to train the sequence-to-sequence model, we
make use of a Greek Large Language Model (LLM) to generate explanations for each instance of
the training/validation sets through prompting. Due to the lack of gold standard explanations
for both datasets, the performance of our pipeline is evaluated through a user study on the
explanations produced by the sequence-to-sequence model on the test set using three different
explainability metrics: Plausibility [5], Coherence [6], as well as a new metric introduced in this
work, referred to as Perfidiousness. We make our code and user study results publicly available1.

2. Related Work

Regarding sentiment analysis in Greek, notable works include lexicon- and aspect-based analysis
of tweets [7, 8], and the development of annotated Greek datasets [3]. For offensive language
identification in Greek, a study introduced a manually annotated Greek tweets dataset [4].

Regarding interpretability, techniques like LIME [9], Integrated Gradients [10], and SHAP [11]
assign weights to features based on their contribution to the output. While informative, these
feature importance interpretations can be difficult for non-experts to understand. To address
this, recent works focus on generating textual explanations [12].

When human-annotated rationales are available, metrics like Simulatability [13] evaluate
explanations by testing if one model can predict another’s outputs using the explanations.
Unsupervised metrics such as Robustness [14], Comprehensibility [15], Faithfulness [16], and
Plausibility [5] assess stability, informativeness, alignment with predictions, and human persua-
siveness. User studies are ideal for evaluating explanations, but may introduce bias [17, 18].

Self-rationalising models [19] provide both predictions and explanations, often using
sequence-to-sequence models trained with ground truth labels and rationales [2, 20]. These
models generate free-text explanations for tasks like natural language inference [21] and ma-
chine translation [22]. Alternatively, pipelines can handle combined tasks, where one model
makes predictions, and another generates rationales based on the input and prediction [19].

3. Text Classification with Natural Language Explanations

This work introduces a pipeline for text classification that generates both predictions and natural
language explanations through a two-step process: a classification model predicts the label of a
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given text, and a sequence-to-sequence model generates explanations by combining the input
text with the predicted label using a conditional generation approach. Our proposed pipeline is
very versatile, making it applicable to any text classification task, provided that ground truth
rationales are available to fine-tune the explanation model.

The two models are trained independently and used sequentially during inference. The first
model (classifier ) handles textual input and produces predictions. The second model (explanation
generator ) provides natural language explanations by incorporating both the input text and
its predicted label into a composite text format (e.g., “input text has label label”), ensuring
explanations support the predicted label. Ground truth rationales for each training instance are
required in order to train this model. Training datasets are preferably aligned, but can also vary.
Once trained, the pipeline predicts labels for new texts and generates explanations, enhancing
the transparency of Machine Learning models, while serving as a robust classification tool.

3.1. Datasets and Model Selection

We used two datasets, the first [3] includes politically themed tweets annotated with Positive,
Negative, or Neutral sentiments; this dataset is highly imbalanced, with only 4.83% of the 1640
instances labelled as Positive. The second [4] categorises tweets as Offensive or Not Offensive,
and is also imbalanced, with 28.52% of the 3345 instances labelled as Offensive. Both datasets
were split into training/validation/test sets using a 70%/10%/20% scheme.

To create the rationales for training the explanation generator, we used the Greek LLM
Meltemi [23], built on Mistral-7B [24] and trained on a large corpus of high-quality Greek texts.
Using its instruction-tuned variant, Meltemi-7B-Instruct-v1, we designed a custom sequence of
prompts to obtain explanations, addressing the absence of ground truth rationales.

We used two prompts (Table 1), one to set the desired output format and another to query
the model with input text and its label, requesting an explanation. Queries were in Greek, with
translations provided for clarity. Originally designed for sentiment analysis, the prompts were

Table 1
Greek and Translated Prompts used for the Greek LLM Meltemi, along with a generated explanation

Greek Translation
Conditioning Prompt Conditioning Prompt Translation
Θα σου δώσω ένα κείμενο το οποίο έχει
χαρακτηριστεί με ένα sentiment. Θέλω να
μου επιστρέψεις μια πρόταση μόνο που
να επεξηγεί τον λόγο για τον οποίο το κείμενο
αυτό να χαρακτηριστεί με το sentiment αυτό.
Μην γράψεις τίποτα άλλο πέρα από
την πρόταση που να επεξηγεί το sentiment.

I will give you a text that has been labeled
with a sentiment. I want you to return only
one sentence explaining why this text has
been labeled with this sentiment. Do
not write anything other than the sentence
explaining the sentiment.

Query Prompt Query Prompt Translation
Το κείμενο: {input text} έχει χαρακτηριστεί
με το ακόλουθο sentiment {label}.
Γράψε μου μια πρόταση που να εξηγεί γιατι
το κείμενο χαρακτηρίστηκε με το sentiment.

The text: {input text} is labelled
with the following sentiment {label}.
Write a sentence explaining why the text
is labeled with the sentiment.



minimally adapted for offensive language identification. These prompts generated explanations
for training and validation instances, which were used to train the explanation generator.

For our experiments, we used Greek-BERT [25] as the classifier, leveraging its pre-training
on a large Greek corpus. The model was fine-tuned for 15 epochs on the sentiment analysis
dataset and for 10 epochs on the offensive language identification dataset. For the explanation
generator, we selected BART [26], a versatile sequence-to-sequence model known for tasks like
summarisation and translation. BART was fine-tuned for 15 epochs on both datasets.

3.2. User-Centred Evaluation

The proposed pipeline, comprising a classifier and an explanation generator, is evaluated sepa-
rately for each component. The classifier’s performance on sentiment analysis and offensive
language identification tasks, both of which have gold-standard annotations, is assessed using
F1-Score and Balanced Accuracy. Since no ground truth rationales exist for the generated expla-
nations, we could not use metrics like Simulatability [13], instead we focused on a user-centred
study to evaluate the explanation generator.

We evaluated the quality of the generated explanations through a user study using three
metrics, including Plausibility and Coherence. The Plausibility metric assesses how convincing
an explanation is in justifying the predicted label on the input text, regardless of whether the
label itself is correct. The Coherence metric evaluates how well-formed the explanation is,
reflecting its similarity to human-written text and absence of grammatical or syntactical errors,
with low coherence indicating a lack of meaningful structure.

We also propose a novel metric, Perfidiousness, to evaluate how effectively a generated
explanation represents a label other than the predicted one. High scores indicate that the
explanation faithfully supports an alternative label, while low Perfidiousness reflects alignment
with the predicted label, highlighting the explanation generator’s ability to capture label-specific
information from the input text. For example, if a Neutral sentiment prediction is accompanied
by an explanation justifying Neutral sentiment, Perfidiousness would be low; however, if the
explanation argues for a Positive or Negative sentiment, Perfidiousness would be high.

Two user studies were conducted, one for each dataset, with 15 native Greek-speaking
participants who all had a technical background and some familiarity with machine/deep
learning, but not necessarily with explainability. For each study, participants evaluated 10
random instances per label, resulting in 30 instances for the sentiment analysis dataset and 20
for the offensive language identification dataset. Due to a limited number of positive sentiment
examples in the sentiment analysis dataset, we selected 8 positive instances, 11 neutral, and 11
negative to maintain balance. No such issue arose for the offensive language dataset. The same
instances were presented to all users, who were provided with the input text, predicted label,
and explanation. Participants rated explanations on a scale from 1 to 10 for each metric, with
final scores calculated as the average rating per instance and then averaged across all instances.

4. Experimental Results

Our experimental results focus primarily on evaluating the generated textual explanations,
rather than the classification task itself, as both studied problems are generally well-solved with



Table 2
Average performance of explainability metrics per examined sentiment (top) and label (bottom)

Sentiment Plausibility Coherence Perfidiousness
Neutral 9.00 7.68 1.41
Negative 6.34 5.06 2.41
Positive 5.46 4.29 2.96
Overall 7.08 5.82 2.19

Label Plausibility Coherence Perfidiousness
Offensive 7.93 7.50 1.83

Not Offensive 8.45 7.37 1.67
Overall 8.19 7.44 1.75

proper tuning. For sentiment analysis, the classifier achieved 92.9% Balanced Accuracy, 79.8%
macro F1-Score, and per-sentiment F1 scores of 58.3% 𝐹1𝑃𝑜𝑠, 87.5% 𝐹1𝑁𝑒𝑔, and 93.6% 𝐹1𝑁𝑒𝑢. The
model performed significantly better for the Neutral and Negative sentiments due to the larger
availability of training data, while performance dropped for the Positive sentiment because of
limited examples. Regarding the explanations, results (Table 2 top) reveal high Plausibility and
average Coherence, with low Perfidiousness, indicating that most explanations align with the
predicted sentiment. The imbalance in training data seems to impact the quality of explanations,
with Neutral sentiment explanations exhibiting higher Plausibility and Coherence, followed by
Negative and then Positive sentiments.

For offensive language identification, the classifier achieved 86.6% Balanced Accuracy, 85.5%
macro F1, and per-label F1 scores of 91.0% 𝐹1𝑁𝑜𝑡𝑂𝑓 𝑓 and 80.0% 𝐹1𝑂𝑓 𝑓. Unlike the sentiment
analysis dataset, this dataset’s balanced nature led to consistent classifier performance across
labels. Explanations for this dataset (Table 2 bottom) scored higher in Plausibility and Coherence,
likely due to sufficient training examples for both labels. The lower Perfidiousness further
suggests that the explanation generator produces more faithful explanations when adequate
training data are available, as it can better distinguish between labels and align explanations
with the predicted output.

5. Conclusions

In this work, we introduced a pipeline combining two independent models a classifier for predic-
tions and a sequence-to-sequencemodel for generating explanations. Experiments demonstrated
that the pipeline produces explanations that are generally coherent and informative for users,
while maintaining the classifier’s performance on the primary text classification task. Further-
more, the quality of explanations improves with more training data, enabling the explanation
generator to produce explanations that are both more plausible and coherent.

As future work, we aim to expand our experiments to include more datasets, particularly
in English, ideally with human-annotated rationales, as increased data availability has shown
potential to improve explanation quality in both Plausibility and Coherence. A larger, more
diverse user study will also be conducted to obtain a diversified user sample for evaluation.
Additionally, we aim to explore using a single self-rationalising model for simultaneous predic-



tions and explanations, comparing its performance to our pipeline. Testing alternative models
for both the classifier and explanation generator is another direction for further research.
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