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Abstract
We present herein a methodology and a working implementation for translating textual keywords of
scientific publications. Using descriptive metadata to construct the context, this approach leverages Large
Language Models (LLMs) to map keywords to entities of multilingual knowledge bases and controlled
vocabularies,  Wikidata  in  particular.  By  integrating  these  sources,  it  is  not  only  possible  to  obtain
keyword translations in multiple languages, but also to map them to Linked Data entities, disambiguating
their  meaning and improving the  identification and classification of  the  associated publications.  The
methodology, developed during the ATRIUM research project,  produced promising results when used
with a commercial Large Language Model like ChatGPT. At the same time, our research highlights the
challenges of reconciling free-form keywords, since the results can vary depending on the quality of the
original metadata. While initially designed for the GoTriple discovery platform, this approach, along with
its open-source example implementation, can be generalized to all situations where it is necessary to
extract multilingual knowledge from text-based keywords.
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1. Introduction

Multilingualism, defined as the practice of “writing and academic publishing in more than one
language or having publications in more than one language” [1], is a common practice in many
scientific disciplines, but it is in the context of the Social Sciences and Humanities (SSH) that this is
prevalent. Several studies (e.g. [2], [3]) showed that, even if English is still the most used language
for disseminating the outcomes of scientific research, SSH scholars often produce research papers
in their local languages.

This phenomenon is not only a common practice, but it is highly encouraged amongst the SSH
scientific community. For example, the OPERAS European research infrastructure put amongst its
objectives “to support researchers that want to continue publishing in their own language and to
develop  transnational  scientific  cooperation  at  the  same  time”  [4].  One  of  its  services  is  the
GoTriple multilingual discovery platform [5], which provides a central access point to find, access
and reuse SSH-related materials such as articles, datasets, project descriptions and authors profiles. 

At the time of writing,  GoTriple indexes over 19 million documents metadata,  25 thousand
project descriptions and cites over 22 million authors, all automatically acquired from harvesting
more than 1,400 data sources. Finally, over 530 users have registered to the platform to have access
to personalized features.

Being involved from the start in the development of GoTriple, our team has collaborated in
implementing several automatic strategies to improve the multilingual support of the platform,
including: the annotation of document descriptions with multilingual controlled vocabularies; the
identification of languages of the textual metadata; language metadata normalization; the addition
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of an English translation when absent, to facilitate the access of documents in local languages [6].
Moreover the GoTriple website is localized in 10 languages.

In GoTriple, the annotation of disciplines and controlled vocabulary terms enriches the original
metadata of documents,  which include after processing,  labels in multiple European languages.
This  therefore  facilitates  the  discovery  of  relevant  content  using  a  local  language  other  than
English. This added metadata are, as said, the result of an automatic process, based on Machine
Learning and Natural Language Processing (NLP) techniques, which, while effective, cannot be
defined as completely bulletproof (e.g. in [7] it is shown that the disciplines classifier only produces
an average F1-score of around 50% over all its 11 supported languages).

Moreover, these classifications, while undoubtedly useful, cannot be considered as valuable as
those originally applied by the document authors in the “keywords” attribute, that is, the free text
descriptions added to provide a simple categorization of the content of the paper. 

As indicated in [6], this specific document metadata proved to be problematic for automatic
curation in GoTriple. In particular, the possibility to perform an automatic translation on them  via
a dedicated service (eTranslation [8] in the case of GoTriple) has been discarded: on the one hand,
automatic systems may fail to perform well on short text, in particular when considered outside of
a larger and more meaningful context (think of a term like “rock”, that can be both applied to two
distant subjects as Geology and Music). 

On the other, for GoTriple metadata, it has been observed that articles often include keywords
in multiple languages: in particular, when the text of an article is in a language different from
English, the authors often add keywords in both the document language and in English, to ease the
discovery of the article in scientific repositories.

To the keywords translation problem, a specific subtask (T3.4.1) of the on-going EU-funded
research project  ATRIUM (Advancing fronTier Research In the arts  and hUManities)  has been
dedicated. The goal of ATRUM is to “bridge leading research infrastructures in arts and humanities
(DARIAH), archaeology (ARIADNE), languages (CLARIN), and open scholarly communication in
the social sciences and humanities (OPERAS)” [9].

The keywords translation task, albeit simple and straightforward in theory, presents numerous
challenges, such as short keywords, lack of context, unidentified languages, and the use of multiple
languages within a single publication's keywords.

In this article we present the work done by our team in this context. We start by presenting a
review of interesting LLM-based approaches for metadata enrichment (Section 2). In Section 3, the
methodology  proposed  in  the  ATRIUM  project  is  presented,  followed  by  a  description  of  its
implementation (Section 4), in the form of a publicly available Python code repository and an SSH
Open Marketplace workflow [10], which describes a step-by-step documentation on how to use the
aforementioned code. In Section 5, we present the experimental results obtained by applying the
methodology on a selection of multilingual documents extracted from the GoTriple platform, while
the conclusions provide a summary and suggest possible directions for future work.

2. Review of the use of LLMs for metadata enrichment

Numerous studies are available to demonstrate the great potential of using an LLM, and ChatGPT
in particular, for enriching the descriptions of textual documents. 

For example, in [11] ChatGPT was used for automatic genre classification on texts in English
and Slovenian, providing results, even with a zero-shot approach, that outperformed a machine
learning model fine-tuned on manually annotated datasets. In [12], the use of ChatGPT to classify
hate speech has been empirically tested, showing a positive result even in presence of implicit
hateful content, in 80% of the cases. In [13], it is stated that “ChatGPT outperforms crowd workers
for several annotation tasks, including relevance, stance, topics, and frame detection” with “the
zero-shot accuracy of ChatGPT exceeding that of crowd workers by about 25 percentage points on
average”. 



More similar to our goals are the research described in [14], which showed how LLMs can be
used  to  annotate  subject  metadata  by  providing  classification  examples  through an  in-context
learning  approach.  The  results  obtained  have  been  considered  “promising”  although  the
experiments  have been conducted by using ChatGPT-3.5  which,  as  mentioned by the  authors,
performed poorly  for  the  categorization  of  documents  of  specific  disciplines  (e.g.  History  and
archaeology). 

While the potential of using LLMs is widely recognized and proven, it is important at the same
time not to ignore the potential problems that can arise in their use, in particular, the issue of
generating the so-called hallucinations.  

The research in [15], which focuses on the use of LLMs to create systematic reviews, highlights
problems in obtaining accurate references, with a risk of having hallucinations “at a rate between
28% to 91%”, according to the model used, stating also that “any references generated by such
models warrant thorough validation by researchers”.

In  order  to  limit  the  risk  of  hallucination,  [16]  proposes  an  interesting  approach based  on
refining the original LLM response by searching for supporting documents to verify and enforce
any citation contained in it. 

The idea of using an external corpus to support the LLM responses is defined in the article as
“citation augmented strategies”, which can be either “parametric”, that is based on “information
internalized from the training data” or “non-parametric”, that is methods that “involve querying
relevant  information and seamlessly  integrating  the  retrieved content  from outside  corpus”  to
enrich the LLM original response. 

The validity of this approach finds confirmation in other studies, like [17] and [18].

3. The proposed methodology

Keyword translation has been approached by using an LLM to map the keywords to entities of
multilingual controlled vocabularies, Wikidata in particular. Bibliographic keywords are included
in publications in a  “bag of  words”  manner,  using concepts  composed of  one or  more words,
typically separated by commas, that describe the article‘s content but are not necessarily in a strict
semantic relationship with each other: their meaning emerges when considered in relation to the
content of the article.

Our methodology uses the idea of  recreating a  significant  context  for  the interpretation of
keywords  by  using  the  other  publication’s  metadata,  in  particular  its  title,  abstract  and  the
language  in  which  it  is  written.  With  this  context,  we  produce  a  prompt  to  ask  the  LLM to
recognize for each keyword a concept from Wikidata, returning also the URL of the corresponding
Wikidata page.

We started our initial experiments by using ChatGPT with a prompt similar to the one indicated
below.

We process a scientific article of which we have the TITLE, the ABSTRACT and the KEYWORDS
separated by commas.

The  language  of  the  article  is  <document_language>  but  the  KEYWORDS can  be  in  different
languages.

The goal is to map each keyword to a corresponding entity of  Wikidata.
Use the TITLE and ABSTRACT as context. Use this context to suggest a mapping of each keyword to

a Wikidata entity, returning also its URL.
TITLE: <document_title>
ABSTRACT: <document_abstract>
KEYWORDS: <document_keywords>.



From the very start we noticed two important aspects. On the one hand, the results obtained
were very often accurate, with the LLM able to identify and reconcile keywords to their exact
Wikidata counterpart or to very logically close entities. On the other, the URLs provided were
always wrong. ChatGPT was able to return correct Wikidata URLs which correspond to different
entities.

As the retrieved concepts were accurate,  we decided to apply to the LLM response a non-
parametric citation augmented strategy, as defined in [16]: in our case, we query Wikidata via its
API to obtain the correct URLs of the entities recognized by the LLM.

If the keyword text directly matches a label of a Wikidata entity, we can export its translations
for all the languages that we need. More generically, we can establish a strong semantic association
between the keyword and the Wikidata entity by using a predicate of the SKOS ontology [19], such
as “exactMatch”. 

If the keyword doesn’t literally correspond to the associated Wikidata entity’s labels, we will
not use them as translations, but we can, in any case, create a weaker semantic link using the SKOS
predicate “relatedMatch”.

4. The experimental implementation

The  methodology  described  herein  has  been  implemented  using  the  Python  programming
language: all of the source code is freely available on GitHub [20]. 

The most significant code file is  main_functions.py,  which encapsulates the logic required to
perform keyword translation tasks. 

The first step involves text preprocessing, which, given an article, identifies and extracts the
relevant metadata, in particular the title, the abstract and the keywords. 

Then the LLM prompt is created, which includes the context built with the extracted metadata.
To interact with LLMs, the Groq APIs [21] have been used, as they provide a convenient way to
interact with multiple language models, both commercial and open source.

The prompt instructs the model to return recognized entities enclosed in square brackets, so
that they can be easily retrieved using a regular expression.

Each entity is then used to query Wikidata’s APIs, in order to retrieve its URL along with the
available translations provided on the platform.

The implementation is designed to be flexible, supporting both commercial and open-source
large language models to accommodate diverse deployment requirements.

5. Measurements and results

The effectiveness of the proposed algorithm was measured on an annotated dataset of 200 articles
extracted from GoTriple. This dataset was constructed by selecting documents in 21 languages,
including English, belonging to 23 SSH disciplines, each containing at least four keywords (9.53 on
average).

The annotation, made by the authors of this paper, consisted of manually mapping each entity
to a corresponding Wikidata entity. Both "exact matches" and "related matches" were considered,
with  the  latter  category  including  similar,  but  not  entirely  precise,  correspondences  found  in
Wikidata. It was possible to include more than one Wikidata URL in those situations in which more
entities could be significantly associated with a keyword. When no match was possible, the original
keyword was left without any Wikidata association.

Examples of these annotations follow:

 Exact match: nation navajo -> https://www.wikidata.org/wiki/Q1783171 (Navajo 
Nation)



 Related match: négociations interethniques (interethnic negotiations) ->  
https://www.wikidata.org/wiki/Q118985945 (interethnic relations)

 No match: entreprise missionnaire contemporaine (contemporary missionary 
enterprise).

The experiment was limited to verifying the effectiveness of the algorithm in performing the
reconciliation  of  keywords  with  Wikidata  entities.  Once  the  correspondence  is  created,  the
translations can be easily obtained, in multiple languages, using Wikidata APIs: therefore, this last
step was not included in the test.

While  annotating  the  keywords  for  the  experiment,  we  noted  that  only  a  percentage  of
keywords could be safely associated with a Wikidata entity. In around 80% of the cases, it was
possible to find a real association, both exact or related, the former in 64.72% of the cases.

The manual annotation represented the ground truth against which the results of the algorithm
were evaluated. The metrics of precision and recall have been used for the evaluation.

The algorithm was tested on this dataset by using gpt-4o-mini. Results are shown in Table 1.

Table 1
Algorithm performance

Precision Recall F1

Overall 0.58 0.56 0.56

Exact match 0.66 0.64 0.65

Related match 0.23 0.19 0.21

The algorithm's performance proves to be more effective in identifying an exact match, with a
precision of 0.66 and a recall of 0.64 against the ground truth. On the other hand, the results for the
looser matches were quite disappointing, as inevitably their choice brings greater uncertainty and,
possibly, also a personal bias of the human who performs the annotation. 

The  script  and  dataset  used  for  this  experiment  have  been  made  freely  available  in  the
"evaluation_files" directory of the software's GitHub repository [20].

6. Conclusions and future work

We presented a methodology for translating the keywords of scientific publications by leveraging a
Large Language Model to reconcile them with Wikidata entities. This reconciliation enables the
retrieval of translations by utilizing the multilingual capabilities of this collaborative knowledge
base. 

The methodology and its associated implementation were evaluated against a testbed of manual
annotations, demonstrating strong performance (around 65%) on a limited set of keywords that
correspond readily to Wikidata concepts.

Of course, the benefits of this approach are not limited to translations. Reconciling keywords
with Wikidata entities facilitates article classification and enhances the understanding of its main



subjects.  This  is  particularly  useful  in  a  multilingual  discovery  platform like  GoTriple,  which
features articles in many different languages.

On the other hand, the lack of standard workflows for creating keywords, along with noise
introduced by data aggregators that may include classification codes (such as the Dewey Decimal
Classification - DDC) as keywords, makes processing this metadata particularly challenging. In
fact, manual annotation of our test data was generally feasible for 80% of the keywords, but an
exact correspondence with Wikidata entities was achieved in only 64.72% of the cases.

Future directions for this work include exploring the possibility of reconciling keywords with
other  standard  classification  taxonomies  and  controlled  vocabularies,  such  as  the  Library  of
Congress  Subject  Headings  or  DDC.  Additionally,  experimenting  with  open-source  LLMs  to
compare their performance with that of ChatGPT will also be pursued.
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