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Abstract
Alzheimer’s disease is a neurodegenerative disorder and the most common form of dementia. It affects approximately 50
million people worldwide, and to date, no definitive cure has been found. As one of the leading causes of death among
individuals over the age of 65, early diagnosis is crucial, as it can significantly improve life expectancy and quality of life. In
recent years, numerous machine learning techniques have been applied to various biomarkers to support the early detection
of the disease. The objective of this project is to conduct an in-depth analysis of the ADNI database in order to study the
characteristics of individuals affected by Alzheimer’s at different stages of the disease, using machine learning methods. The
results of this study demonstrated that it is possible to distinguish four distinct stages of Alzheimer’s progression—from
cognitively healthy individuals to those severely affected—rather than the commonly discussed three. Notably, the analysis
also revealed that women are disproportionately impacted by the disease, accounting for nearly 80% of the affected population.

1. Introduction
Alzheimer’s disease (AD) is a neurodegenerative disor-
der and the most common cause of dementia, account-
ing for approximately 50–70% of all diagnosed dementia
cases. It can severely compromise an individual’s ability
to perform daily activities and alter their personality, as
it affects brain regions responsible for memory, language,
and cognitive function. In 2020, over 55 million people
worldwide were affected by the disease, and projections
estimate this number will rise to 139 million by 2050 [1].

The most frequently observed symptoms of AD in-
clude memory loss and behavioral changes, both of which
are linked to the accumulation of specific biological sub-
stances [2]. These substances progressively disrupt neu-
ronal function, ultimately leading to widespread brain
atrophy. One of the most severely affected regions is
the hippocampus, the brain structure responsible for the
formation of new memories. This degeneration is caused
primarily by the abnormal behavior of tau proteins and
𝛽-amyloid plaques, which form deposits in the brain and
contribute to neuronal impairment.

Because of the irreversible damage caused to the neu-
ronal population, Alzheimer’s is a progressive and in-
curable condition that worsens over time. Despite its
widespread impact, no definitive cure exists to date. How-
ever, early diagnosis is critical, as it allows for inter-
ventions that may slow the progression of the disease.
Current treatments include medications that can help
manage symptoms and maintain the patient’s functional
independence for longer. Moreover, lifestyle interven-
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tions such as physical activity and cognitive exercises
have also been shown to delay the onset of brain damage.

Given the slow and progressive nature of the disease,
longitudinal research is essential to better understand
its development over time. Longitudinal studies are par-
ticularly valuable in Alzheimer’s research because they
involve repeated evaluations of the same individuals, al-
lowing researchers to detect subtle changes and trends
as the disease progresses.

Among the most prominent longitudinal resources
available for Alzheimer’s research is the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) database. One
of the main objectives of ADNI is the early detection
of Alzheimer’s disease and the identification of reliable
biomarkers to monitor its progression.

The ADNI study involves volunteers aged 55 to 90,
recruited from various research sites across the United
States and Canada. Launched in 2004, the study has
evolved through several phases, each with specific objec-
tives and participant cohorts. The first phase, ADNI-1,
aimed to develop biomarkers for use as outcome mea-
sures in clinical trials. The cohort consisted of 200 cogni-
tively normal elderly individuals, 400 participants with
Mild Cognitive Impairment (MCI), and 200 patients di-
agnosed with Alzheimer’s Disease. The second phase,
ADNI-GO, focused on identifying biomarkers at earlier
stages of the disease. It expanded the ADNI-1 cohort by
including an additional 200 participants diagnosed with
early MCI. The third phase, ADNI-2, built on previous
efforts by refining biomarkers as predictors of cognitive
decline and as clinical trial endpoints. This phase incor-
porated participants from both ADNI-1 and ADNI-GO,
and enrolled an additional 150 cognitively normal indi-
viduals, 100 with early MCI, 150 with late MCI, and 150
with more advanced mild cognitive symptoms. Finally,
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ADNI-3 emphasized the use of tau PET imaging and other
advanced functional imaging techniques in clinical trials.
It continued with the ADNI-2 cohort and added 133 more
cognitively normal elderly participants.

The dataset is composed of the results obtained from a
series of tests that participants undergo at multiple time
points during the study. These tests fall into two main
categories: clinical tests and cognitive tests. Clinical tests
are exploratory examinations that gather biological and
physical data, aiming to confirm or exclude specific diag-
noses and to detect potential anomalies in the patient’s
condition. Cognitive tests, on the other hand, are de-
signed to evaluate mental functioning and to assess how
the brain processes information. They usually consist of
simple tasks or questions that the participant is required
to complete, offering insight into memory, attention, lan-
guage skills, and other cognitive domains.

In this project, we will use the ADNI database as it
is one of the biggest and most used in Alzheimer’s re-
search. We will also analyze its longitudinal data in or-
der to predict the evolution of the disease, to prevent
further deterioration and to take earlier clinical and cog-
nitive actions. In this context, several machine learning
approaches have been applied to extract patterns from
ADNI data, with particular success in classification prob-
lems. Among these, neural networks [3]have shown
promising results. For example, probabilistic neural net-
works (PNNs) [4] have been used to classify patients
with Alzheimer’s versus those with mild cognitive im-
pairment or normal cognition. Other models, such as
elliptical basis neural networks (EBNNs) [5], and other
hybrid neural network based systems [6] have been ap-
plied to model more complex decision boundaries and to
integrate imaging data with neuropsychological scores.

Moreover, recent studies have started exploring the
link between Alzheimer’s disease and deficits in theory of
mind [7], the capacity to understand others’ beliefs, emo-
tions, and intentions. This aspect, often investigated in so-
cial cognition, is found to deteriorate early in Alzheimer’s
and can provide sensitive behavioral markers of cogni-
tive decline. In parallel, the role of sustained attention [8]
has gained increasing attention in the literature, since im-
pairments in maintaining focus over time are commonly
observed in early phases of the disease. These deficits,
measurable through specific cognitive tasks, may serve
as early indicators and help in designing targeted inter-
ventions aimed at preserving attentional control.

2. Related Works
As there will be some acronyms that will appear through-
out the literature review, it is possible to check their
explanation in the table 1.

Alzheimer’s disease represents a major challenge in the

Table 1
Acronyms

Acronym Explanation

AD Alzheimer’s Disease
MCI Mild Cognitive Impairment
CN Cognitively Normal

ADNI Alzheimer’s Disease Neuroimaging Initiative
KNN K Nearest Neighbours
NAN Not A Number
RMSE Root Mean Square Error
MMSE Mini-Mental State Examination
ADAS Alzheimer’s Disease Assessment Scale
RAVLT Rey Auditory Verbal Learning Test

TRABSCOR Time to complete Part B of the Trail Making Test
FAQ Functional Activities Questionnaire
CDR Clinical Dementia Rating Scale

field of neurophysiological research, as no cure has yet
been discovered, and its progression varies significantly
from person to person. AD is typically diagnosed with
high accuracy only in its later stages, which is why recent
studies have focused on detecting the disease at earlier
phases. One of the most recent contributions to this
line of research [9] highlights ongoing efforts toward
adopting a continuous model of disease progression.

Until a few years ago, based on the degree of brain dam-
age, it was common to characterize Alzheimer’s progres-
sion using three main stages. The first stage, referred to
as Cognitively Normal, includes individuals whose brains
show no structural or functional damage and whose brain
volume remains within the average range. The second
stage, known as Mild Cognitive Impairment (MCI), corre-
sponds to the early stages of Alzheimer’s development. It
is considered a transitional phase between normal aging
and dementia-related decline and is typically associated
with memory and language difficulties. The final stage is
Alzheimer’s Disease, in which the brain is clearly affected
by the disease, both structurally and functionally.

As with many other illnesses, the known nature of
Alzheimer’s is primarily biological, involving both struc-
tural and molecular changes in the brain. Therefore, the
study of AD relies heavily on the analysis of biomark-
ers. These biomarkers represent objective indicators of
a patient’s medical state and are characterized by their
accuracy and reproducibility [10], making them essential
for identifying the different stages of the disease.

According to the methodology described in [11], AD
biomarkers can be broadly categorized into two groups.
The first group includes imaging-derived biomarkers,
which are extracted from techniques such as MRI or PET
scans. The second group comprises biochemical biomark-
ers derived from cerebrospinal fluid (CSF), which reflect
the molecular composition and alterations occurring in
the brain. Both categories are crucial for understand-
ing the progression of Alzheimer’s and for improving
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early-stage detection.
In order to define a more continuous approach to the

disease, a deep understanding of the different biomarkers
is necessary, as some of them may vary significantly over
the years due to age-related decline, while others may
only manifest when the disease is in its later stages or ac-
tively progressing. Therefore, it is essential to understand
the nature of different biomarkers prior to conducting
the research.

Since Alzheimer’s is a dynamic disease that primarily
affects the brain and its neuronal population, numerous
studies such as [12] and [13] have focused on identify-
ing early stages of the disease using imaging-derived
biomarkers. However, these abnormalities generally be-
come apparent only in the later stages of Alzheimer’s,
meaning that MRI scans may appear normal during the
early phases. Moreover, conventional machine learning
techniques have shown limited effectiveness due to their
reliance on expert users for complex feature extraction.
These earlier studies aimed to build models that analyze
anatomical and structural brain images obtained from
MRIs, as well as assess brain function to identify defects
and abnormalities. Additionally, training these models
often required extensive image partitioning, increasing
the time and complexity of the process. As a result, deep
learning techniques have been increasingly adopted in
such cases [14].

On the other hand, novel biomarkers such as cere-
brospinal fluid (CSF) concentrations of 𝛽-amyloid, also
analyzable via PET imaging, have gained attention [9].
When combined with traditional neuropsychological as-
sessments, these biomarkers can better define disease
progression. This evolution can then be compared to that
of healthy individuals over time, offering a more accu-
rate characterization than a single imaging result. By
analyzing the progression of CSF biomarkers, it becomes
possible to determine whether a patient’s decline is faster
than that of a healthy individual, which could support a
continuous model of disease progression and potentially
enable earlier detection, before reaching severe stages.

Although medical imaging is a valuable tool for
Alzheimer’s analysis—offering detailed views of brain
volume, it remains a resource-intensive technique, as pa-
tients must undergo complex scanning procedures. In
contrast, CSF biomarkers may offer a more accessible
and interpretable alternative for continuous monitoring.

Today, thanks to technological advancements, particu-
larly in artificial intelligence, computer-aided diagnosis
systems have been developed [15]. These systems assist
in the detection and diagnosis of medical data, serving
as a "second opinion" for healthcare professionals. In
Alzheimer’s disease, CAD systems are mainly applied to
medical image interpretation [16]. However, data pro-
cessing becomes increasingly complex when dealing with
high-dimensional feature spaces [17]. Consequently, ma-

chine learning algorithms are often preferred, as they
allow for dimensionality reduction. Most studies apply-
ing ML algorithms to AD rely on supervised learning
approaches to classify patients using either neuroimag-
ing data or biomarkers, as shown in [18] and [19].

Based on this literature review, we observe Alzheimer’s
disease has been predominantly studied through med-
ical imaging and classification algorithms. This led us
to our research direction: focusing on the use of non-
imaging biomarkers from the longitudinal ADNI dataset.
Our analysis will employ unsupervised machine learning
algorithms to group patients with similar medical condi-
tions and subsequently examine the temporal evolution
of key biomarkers.

3. Methodology
In this project, we aim to classify Alzheimer’s disease
into distinct stages, identify the most relevant character-
istics associated with each stage, and perform a temporal
analysis of how various parameters evolve. Our objec-
tive is to find common traits among patients who are
at the same stage of the disease. Since the progression
of Alzheimer’s is not uniform across individuals, we de-
cided to group patients based on their clinical test results,
without relying on predefined diagnostic labels. For this
reason, we work with unlabeled data, meaning that the
final diagnosis of each patient is not used in the analysis.

Among the available unsupervised machine learning
algorithms for classification, we selected the K-Means al-
gorithm, as it allows us to partition patients according to
similarities in their clinical profiles. However, K-Means
is known to be sensitive to the choice of the number
of clusters. To address this issue and optimize the algo-
rithm’s performance, we applied the Elbow Method [20]
to determine the most appropriate number of clusters.

The algorithm was executed for up to 20 clusters, and
the results showed a clear inflection point at 𝐾 = 4,
where further increases in the number of clusters led to
only marginal improvements in performance. Therefore,
we selected four clusters for the analysis. The correspond-
ing Elbow graph can be seen in Figure 1.

Once the number of clusters has been defined, we ap-
ply the K-Means algorithm, which assigns each patient to
the cluster with the closest centroid. The algorithm oper-
ates as follows: first, it initializes or updates the centroids;
then, it calculates the distance between each patient and
all centroids; each patient is assigned to the nearest cen-
troid. If, during this process, any patient changes cluster,
the algorithm restarts until convergence is reached.

Working with high-dimensional data increases the
complexity of the analysis. Although we reduced the
number of features by removing those with insufficient
data, the dimensionality remained significant, with 95
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Figure 1: Elbow curve for K-Means’ K selection

Figure 2: T-SNE cluster results

features still under consideration. Therefore, we consid-
ered the implementation of a dimensionality reduction
algorithm such as PCA or t-SNE.

Following the conclusion of [21], which highlights
that the t-SNE algorithm performs better when dealing
with non-linear structures—unlike PCA, which is a linear
algorithm—we decided to implement the t-SNE algorithm.
The main characteristic of this algorithm is its ability
to preserve clusters from high-dimensional spaces even
after reduction to lower dimensions [22].

After applying the algorithm, the dataset’s dimension-
ality was reduced to two components. The resulting
clusters can be observed in Figure 2.

After analyzing these results, although the outcomes
from feature reduction were satisfactory, as it was possi-
ble to group patients into four clusters—the main issue
with this type of algorithm (and probably with most di-

Figure 3: Regression models comparison

Table 2
Model Accuracy

Tree Classifier XGBoost

Accuracy 0.685 1.000
Cross Validation 0.685 0.999

Mean Squared Error 0.920 0.0

mensionality reduction methods) is the loss of physical
information. However, in this project, where the goal
is to identify similar characteristics or features among
patients at the same stage of Alzheimer’s, dimensionality
reduction does not provide us with meaningful insights.
Therefore, we decided not to include feature reduction
algorithms such as t-SNE or PCA in our analysis.

Once we identified the different stages of the disease,
it became possible to train classification models that can
assign new patient data to one of the defined stages. This
classification provides insight into the patient’s current
condition and allows for a prediction of disease progres-
sion, as we can estimate how many stages remain before
reaching the most severe form. The algorithms used
for this task are the Regression Tree Classifier and the
XGBoost Classifier.

We selected these two algorithms because, although
they process data differently, both are capable of classi-
fying new instances into the defined stages. Boosting
algorithms are based on the idea of creating highly ac-
curate prediction rules by combining multiple weak and
imprecise rules. eXtreme Gradient Boosting (XGBoost)
combines decision trees with gradient boosting to min-
imize execution time and maximize efficiency. On the
other hand, regression trees integrate decision-making
and prediction to classify new data effectively.

Figure 3 shows the accuracy differences when both
models are applied to the same dataset, and Table 3 con-
firms that the XGBoost algorithm performs better in clas-
sifying new cases into the identified disease stages.
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Table 3
Errors from KNN

K RMSE Error

3 0.2182
5 0.2112
7 0.2100
9 0.2088
11 0.2088
13 0.2087
15 0.2111
17 0.2096

4. Dataset and Treatments
The database used for the analysis was ADNI, specifi-
cally the ADNIMERGE dataset, which contains data from
2,419 different patients (1,150 females and 1,269 males)
and includes 115 features for each patient. From this
dataset, certain features or patients lacked sufficient data
for proper analysis, so we removed those features whose
proportion of missing values (NaNs) was 80% or higher.

After removing these features, we applied a supervised
machine learning model—specifically, the K-Nearest
Neighbors (KNN) algorithm—to fill in the remaining miss-
ing values in the dataset. The choice of this algorithm
aimed to provide more accurate estimations for the miss-
ing values by imputing them based on the values of the
most similar patients. Unlike the K in K-Means, in KNN
the parameter K represents the number of neighbors con-
sidered for the imputation. To achieve greater accuracy,
we computed the Root Mean Square Error (RMSE) for
different values of K and selected 𝐾 = 13 as it yielded
the minimum error, with RMSE(𝐾 = 13) = 0.2087. All
computed errors are presented in Table 3.

The pseudocode of the KNN algorithm is as follows:

1. Find the Euclidean distance to all training data
points

2. Sort each distance
3. Select the first k values
4. Assign the value based on the selected points

In this project, we used the KNNImputer from the
sklearn library in Python to complete the missing val-
ues using the K-Nearest Neighbors algorithm.

Once the dataset was completed, we carried out a fea-
ture analysis to identify the most relevant variables for
the study. The features considered include categorical
information such as age, gender, education, and ethnicity,
as well as results from cognitive assessments like the
Clinical Dementia Rating (CDR) and Functional Activi-
ties Questionnaire (FAQ). In addition, clinical test scores
such as MMSE, ADAS, RAVLT, and TRABSCOR were
analyzed to evaluate cognitive impairment levels.

Table 4
Alzheimer’s level

Alzheimer’s level Description

0 Cognitively Normal
1 First stages in Alzheimer
2 Mild Cognitive Impairment
3 Alzheimer’s Disease

These are the main features considered for the anal-
ysis and will serve as input for the K-Means algorithm.
However, since our goal is to partition the patients based
solely on their clinical data, we excluded categorical and
socio-demographic features from the clustering process.
Nevertheless, these features were analyzed after the clus-
ters were formed and the patients were assigned to each
cluster, in order to gain further insights into the charac-
teristics of each group.

5. Experiments and Results
The implementation of the K-Means algorithm on the
processed dataset allowed us to identify four Alzheimer’s
stages, which are presented in Table 4. Having defined
these four stages of the disease, and considering that
Alzheimer’s progressively worsens over time, it is pos-
sible to arrange the pathological levels chronologically,
with level 0 representing the earliest stage and level 3 the
most advanced one.

This represents a novelty compared to the three main
characterizations (AD, MCI, and CN), as it introduces
a new stage that can aid in identifying the disease be-
fore it reaches a more severe and irreversible state. Since
Alzheimer’s causes brain shrinkage, Figure 4 shows the
whole brain volume at each of the identified levels. In
this image, it is clearly visible that the lower the brain
volume, the more advanced the disease. Considering
that the average cranial volume in men is greater than
1500 cm3, a clear diagnosis of the disease can be estab-
lished when the whole brain volume is 1.05 · 103 cm3

or less. Other types of dementia, such as Huntington’s
or Parkinson’s disease, can also cause brain shrinkage.
Therefore, since levels 1 and 2 in our classification may
indicate early stages of Alzheimer’s, it is necessary to
examine additional biomarkers to ensure an accurate
diagnosis.

Another objective of the project was to obtain infor-
mation about patients in each group and to try to identify
possible correlations. In image 5, it is possible to see the
gender distribution of patients and their corresponding
Alzheimer’s level, showing a marked difference between
males and females, with the female group being the most
affected. The research results confirmed that women
have a higher overall tendency to develop AD pathology
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Figure 4: Whole brain volume and Alzheimer level distinction

Table 5
Categorical statistics of patients according to AD level

Feature Subfeature level 0 level1 level 2 level 3

Married
status

Divorced 1.65 % 2.48 % 3.60 % 1.65
Married 15.21 % 23.85 % 23.44 % 12.73 %

Never married 0.41 % 1.03 % 1.90 % 0.66%
Widowed 0.70 % 2.56 % 3.64 % 4.05 %

Ethnia
Hispanic/Latino 1 % 1.12 % 1.69 % 0.87%

Non Hispanic/Latino 17.11 % 28.73 % 30.84 % 18.15 %
Unknown 0.08 % 0.12 % 0.17%

Race
White 16.99 % 27.28 % 27.74 % 16.49 %
Black 0.58 % 1.488 % 3.31 % 1.86 %
Asian 0.33 % 0.82 % 0.744 % 0.45%
Other 0.29 % 0.29 % 0.86 % 0.37 %

Figure 5: Alzheimer’s level and gender of the patients

compared to men, as also reflected in our findings, re-
inforcing the idea that biological gender is a significant
risk factor for Alzheimer’s disease.

The distribution of categorical features across different
AD levels is summarized in Table 5, expressed as percent-
ages. The analysis revealed that neither race nor ethnicity
appeared to be significant factors in the development of

Alzheimer’s Disease within our dataset. However, the
findings of Liu et al. [23] align with our results, highlight-
ing that married individuals are less prone to developing
AD. This is likely due to the protective effect of close
affective relationships, in contrast to individuals who are
divorced, widowed, or living alone. In other words, stable
couple relationships may act as a buffer against both the
onset and progression of the disease.

Recent evidence from Rodriguez et al. [24] further
supports our conclusions, showing that women are more
likely than men to develop AD—an observation consis-
tent with our own findings. However, their study also
reported a higher prevalence of AD among Hispanic and
African American populations, which they attribute to
a greater predisposition to diabetes. This risk is notably
heightened during pregnancy due to hormonal imbal-
ances. Nonetheless, we were not able to confirm this
association in our analysis.

Although our dataset includes both male and female
participants, as well as Hispanic and non-Hispanic indi-
viduals, we did not incorporate diabetes as a variable.
Specifically, we did not examine whether any of the
biomarkers in the ADNI database are indicative of di-
abetic conditions. As such, diabetes-related risk factors
were neither considered nor analyzed.
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Figure 6: Alzheimer’s level and age of the patients

Regarding age, the participants range from 55 to 90
years old. As shown in Figure 6, the mean age of indi-
viduals diagnosed with AD is 76.08 ± 6.91 years. We
mention this in connection to the diabetes-related dis-
cussion in [24]. While it is known that women face an
increased risk of developing diabetes during pregnancy,
most women in our dataset are likely post-menopausal
and beyond childbearing age, making pregnancy-related
diabetes an unlikely contributing factor. Furthermore,
since the ADNI dataset does not include variables related
to pregnancy history, we were unable to investigate any
potential link between pregnancy-related diabetes and
AD development.

6. Conclusion
Affecting a large part of the population and expected to
reach 139 million people by 2050, Alzheimer’s disease is
one of the most common forms of neuropsychological
dementia. It is a disease that is widely known and, at the
same time, extremely misunderstood. Although it has
been studied since the beginning of the 20th century, it
still has neither a cure nor a full understanding of its pro-
gression, despite numerous studies and the substantial
funding dedicated to the cause. Longitudinal databases
such as ADNI facilitate research in this area by collecting
data from patients, both healthy and affected by the dis-
ease, over the years; additionally, its public availability
allows scientists to work freely on their projects.

Here, we have seen both in the literature review and
in practice that machine learning algorithms, such as
K-Means, applied to the ADNI database can help us un-
derstand relationships among features of different na-
tures, from biological to physical, cognitive, and linguis-
tic, when it comes to the detection of Alzheimer’s. It has
been shown that women are more likely to suffer from
the disease, representing 78.66% of diagnosed individuals.
Additionally, the average age of those affected is 76.08

± 6.91 years. These results confirm findings from other
studies on the subject, including the observation that mar-
ital status is not a significant factor in the development
of the disease.

One of the key aspects of this project has been the
identification of four stages of Alzheimer’s disease, rang-
ing from a healthy brain to one that is severely affected.
These four stages allow the identification of two inter-
mediate phases between health and severe illness, which
makes it possible to classify patients at an early stage of
the disease. This can facilitate treatment before it wors-
ens, thereby slowing its progression — one of the main
objectives of this project. These four stages are associ-
ated with total brain volume, as it can be observed that
the higher the disease stage, the lower the brain volume.
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