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Abstract
Hallucinations are a well-known problem for Large Language Models (LLMs). In past work, we hy-
pothesized that providing LLMs with problem-solving cases and prompting them to solve problems by
a case-based reasoning process might reduce the risk of hallucinated solutions and improve accuracy.
However, we discovered that simply providing LLMs with cases is not enough, as they may hallucinate
the contents of the provided cases themselves. In this paper, we explore the prevalence of this issue
using Llama 3 70B and present an approach to identifying and repairing case hallucinations as they are
produced. In initial tests, our method decreased final hallucination rates for provided cases by 70 to 100%.
We consider these results promising for improving the ability of LLMs to reliably apply provided cases
and explain their reasoning in terms of those cases.
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1. Introduction

Hallucinations are a well-documented problem for Large Language Models (LLMs), catching the
attention of scientists, regulators, and the public. Despite the attention and concern, they arise
from fundamental characteristics of the functioning of LLMs [1, 2], attributable to the statistical
nature of their processing as well as the lossy encoding of information as they generalize training
data [1, 3]. Because hallucinations are intrinsic to LLMs, it is essential that any application
relying on LLMs has a way to detect, and potentially reduce, their occurrences.

The use of external knowledge has become a popular and proven method for detecting and
repairing hallucinations in LLM-generated responses [3, 4, 5]. The rationale is that external
knowledge can provide a sanity check for a response as well as grounding knowledge for repair-
ing hallucinations that have been detected; so if the response does not refer to that knowledge,
the response should be checked for a hallucination and required to use that knowledge in
the newest iteration of the response. External knowledge can be provided in multiple forms,
including the fact-based information used in most work on Retrieval Augmented Generation
(RAG), and episodic information in the form of cases [6]. In previous research [7] we proposed
guiding LLMs to perform the case-based reasoning (CBR) cycle [8, 9] to increase reliability
and explainability of LLM outputs, under the hypothesis that LLMs provided with cases would
generate solutions based on them. Initial results were encouraging, but we observed that occa-
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sionally LLMs could fall prey to hallucinations within the cases themselves—apparently basing
reasoning on a partially or fully hallucinated case instead of the original. However, in tests with
Llama 2 this occurred at a relatively low rate, and a simple protocol of rerunning queries that
contained hallucinated cases was sufficient for removing them.

The hallucination rate for cases changed when we tested our method on Llama 3 70B. Hallu-
cinations were a frequent problem and were resistant to change using our previous protocol of
simply re-running the query, which was sufficient in practice for Llama 2. This was surprising
because of the expectation that Llama 3, introduced as a major advancement over Llama 2, would
perform better than Llama 2. This motivated us to investigate the prevalence and impact of
hallucinations in cases used by LLMs, and methods for identifying and reducing hallucinations
when an LLM uses the CBR cycle and cases for reasoning. This paper makes two contributions.
First, it presents initial experiments assessing the prevalence of case hallucinations for Llama 3.
Second, it introduces a hallucination feedback module that acts as a plug-and-play (PnP) module
for our original system interface; it scans for hallucinations in a response and, if one is detected,
constructs a feedback prompt instructing the LLM to fix the problem. This approach produced
a 70 to 100% reduction in hallucination rates, depending on the CBR prompt being used. The
paper begins with an outline of the prevalence of the hallucination problem, along with early
attempts to fix it, and hallucination reduction strategies in the literature. It then describes our
Hallucination Feedback module and presents experimental results on its effects.

2. Background

2.1. Motivations for Implementing CBR with LLMs

In previous work [7], we performed initial studies on prompting LLMs to perform a case-based
reasoning process. The general goals of this approach included:

1. Reducing the hallucination risk and increasing LLM accuracy by grounding LLM reasoning
in cases; and

2. Increasing the trustworthiness and convincingness of explanations as explanations gen-
erated by cases are found to be more intuitive [10, 11].

We conducted experiments to assess the accuracy effects of prompting LLMs to perform CBR
with ChatGPT and Llama 2, and results were encouraging. However, tests with Llama 3 revealed
an unexpected issue: That hallucinations frequently changed the features of cases provided to
the system (see Table 1). After the first round of tests, we re-ran the queries to assess changes
in the hallucination rate, resulting in a second set of results. Table 1 displays the hallucination
rates for our first and second rounds of testing for Llama 3 and compares them to Llama 2.

2.2. Initial Test Results

Our initial experiments compared two different prompt types, Implicit CBR (ICBR) and Explicit
CBR (ECBR), against an LLM’s baseline solution on a medical triage task [7]. The ICBR prompt
provided the LLM with KNN-selected cases and asked the LLM to adapt the prior triage scores
based on the current patient information. The ECBR prompt included a list of cases for different



Prompt Types Llama 2 Llama 3 Attempt 1 Llama 3 Attempt 2

ECBR 1NN 0% 32% 16%

ECBR
2NN

NN 0% 32% 16%
2NN 4% 68% 56%

ECBR
NUN

NN 0% 32% 24%
NUN 0% 44% 40%

Table 1
Rates of hallucinations affecting provided cases for Llama 2, and Llama 3 on two different, consecutive
attempts. The ECBR 2NN and NUN rows have two different values because two selections (i.e., two
cases need to be selected for this prompt) are being made by the LLM: NN (first selection) and 2NN or
NUN (second selection). For more details, see Section 4.2

patients and the LLM was asked to perform similarity assessment followed by adaptation.
The major difference between the prompts boiled down to whether the LLM was provided
information to reason with (ICBR) or asked to select information to reason with (ECBR). These
prompts were tested on three different input conditions, 1-NN (providing the LLM with only
the nearest case to the query), 2-NN (providing the two nearest cases), and Nearest Neighbor +
Nearest Unlike Neighbor (NUN).

The cases provided to the LLMs via prompt were sourced from a primary triage dataset
on Kaggle.1 Cases contained seven features commonly discussed in triage literature: sex and
age of the patient, heart rate, respiratory rate, mental state, blood pressure and the patient’s
chief complaint. The target value listed in the case was the Korean Triage Acuity Score (KTAS)
provided by the dataset. The KTAS score ranks a patient’s need for medical attention on a scale
of 1 to 5, with 1 indicating the need for immediate treatment. A random selection of 102 cases
from the original dataset were used in the case base; cases were selected via weighted k-NN
prior to being added to the LLM prompt.

To obtain a baseline for LLM performance, we prompted ChatGPT and Llama 2 to provide
a triage score for each test case without any additional knowledge or instruction. The LLM
baseline prediction accuracy for both systems was 28%. Using both ChatGPT and Llama 2, all
our prompts and information setups yielded results at, above, or significantly above the LLM
baseline levels. The highest performing prompt for both systems was ICBR 1NN, for which the
accuracy was 60% and 56% for ChatGPT and Llama 2, respectively. (We note in contrast to the
Llama 2 results, the results with ChatGPT are not reproducible, because of variant uncertainties,
etc., so that accuracy figure is only illustrative for the performance of one commercial system
at the time of the tests.)

We found that the ICBR prompts tended to perform better than the ECBR prompts. We
attributed this to the poor similarity assessment ability of the LLMs used, because the only
difference between the two prompts was that ECBR had to choose which case was most similar
to the problem case before it could perform adaptation. Comparing how often the LLM chose
the same cases as the weighted KNN system, which we treated as gold standard, we found that
the overlap rate in cases chosen was between 4 and 32% [7].

1https://www.kaggle.com/datasets/ilkeryildiz/emergency-service-triage-application



2.3. Test Results with Llama 3

Our first follow-up test on this method used Llama 3 70B-Instruct and the same internal
parameters as the Llama 2 model. We expected Llama 3 to outperform Llama 2 given that it
was the latest model released by Meta. However, we were unable to verify this hypothesis
due to Llama 3’s high hallucination rates on ECBR tasks (see Table 1). In these hallucinations,
the LLM changed one or more features of the provided cases. Interestingly, the hallucination
problem did not extend to the ICBR task. The reason for this discrepancy is unclear, but could
be related to the ECBR prompt containing a set of ten cases and asking for similarity assessment
instead of only having one or two cases provided. To produce a fair comparison of Llama 3 to
Llama 2’s performance on the triage task, Llama 3 needed to have no hallucinations present in
its responses for the response to be accepted. This policy was originally instituted to ensure
the model’s reasoning was based on the case(s) being provided to or selected by it. When
hallucinations occurred with Llama 2, the test prompt was resubmitted without change to the
LLM until a hallucination was no longer detected. Our first attempt to reduce hallucinations
in Llama 3 used this approach, but it, at best, reduced hallucinations by 50%. The continued
presence of hallucinations meant that we needed to produce a better method for reducing them
before a fair comparison could be made between models. This paper takes steps towards such
a method; we intend to return to the question of relative performance of Llama 2 and 3 after
addressing the hallucination problem more deeply.

3. Hallucination Reduction Strategies

As discussed in the introduction, external knowledge can support a "sanity check" for hallucina-
tions in LLM responses [7]. Using such knowledge is a common approach in the literature on
hallucination reduction strategies, but strategies may differ in two ways:

1. Whether hallucinations are detected in real time [5] or post-hoc [3, 12] and,
2. Whether LLM responses are edited to align with ground truth information [12, 4] or

whether LLMs are re-queried with feedback messages [3, 4] (thus allowing the LLM to fix
its mistakes on its own).

Feedback messages tend to contain:

1. External knowledge to the LLM [3, 4, 5],
2. Either information about why the initial response was not useful (e.g. a utility score on

the response) [3] or instructions on how to fix the hallucination [4], and
3. Occasionally, examples of the task and response (i.e., few-shot prompting) [13].

As an illustration, Lei [4] provides the following template for feedback messages: “Refer to the
knowledge: "final knowledge" and answer the question: XXX with one paragraph.” This simple
prompt clearly delineates the information provided as either knowledge to be used or task to be
completed, with the goal of facilitating the LLM applying the knowledge to the task.



Figure 1: Hallucination Feedback Module Workflow

4. Hallucination Feedback Module

4.1. Module Design

Given that one of our motivations for implementing CBR in LLM models is improving the
explainability of LLM decisions, real-time hallucination detection and feedback are important.
Our detection system works as as a PnP method, with hallucination identification and correction
included in the system’s reasoning log in the order in which the events occurred, increasing
transparency of the roles of detection and repair in system processing.

The Hallucination Feedback Module (Figure 1) scans for hallucinations in LLM responses (i.e.,
case selection responses in which the "case" returned by the LLM does not align with a case
provided to the LLM in the prompt) as they are received, and provides feedback prompts to the
LLM in response if needed. Feedback prompt responses are also scanned for hallucinations in
cases; If a hallucination is still detected, the LLM is provided with a new feedback prompt. This
cycle can be repeated up to three times (to prevent infinite looping); when a problem is still
detected after three attempts, the system attaches a message to the LLM response reporting
that human review is needed for the case and proceeds to the next prompt. The module was
integrated into our original experimental workflow [7]; the only necessary change was that
previous responses were received and recorded to a text file for future verification, and now are
subject to this detection and feedback cycle before being recorded to a text file.



4.2. Hallucination Types and Feedback Prompts

As discussed in the introduction, we classified hallucinations into two categories: partially
hallucinated and fully hallucinated. A partially hallucinated case is one which has no exact
match to any case in the case base provided to the LLM, but for which it is possible to identify
a corresponding case in the case base. For particular domains, different criteria would be
appropriate for determining correspondence. Here we adopt a simple criterion: We consider
a case to correspond if a majority of its features match those of at least one of the provided
cases. If it corresponds but has no exact match, we consider it partially hallucinated; if it does
not correspond to any case in the case base we consider it fully hallucinated. In practice, we
only encountered partial hallucinations with up to two perturbed feature values. For partially
hallucinated cases, the feedback prompt refers to the reference case to guide correction; for
fully hallucinated cases, it directs the LLM to select a case from the case base. These prompts
can be seen in Table 2; square brackets indicate where information is provided to the LLM and
’Assistant’ is used to indicate when knowledge provided to the LLM was from the previous
response.

Feedback prompts for partial hallucinations provide the LLM with the hallucinated response,
the reference case and information regarding the differences between the two. Then it is in-
structed to correct the hallucinated case using the provided information. During pre-experiment
testing, Llama 3 struggled to correctly complete this task and would return the hallucinated
case with no changes. A static example of a good and bad response was added to the bottom of
the prompt, which helped correct this problem.

Prompts for full hallucinations are divided into two subcategories: first and second choice.
This refers to whether the prompt is using ECBR 2NN or NUN, and if the LLM should be
selecting a 2NN or NUN instead of a NN. The only difference between the two is that second
choice prompts provide the LLM with the first choice and instruct it to pick a case different
from that. Otherwise, both prompts inform the LLM of its mistake, provide it with the case list
again, and instruct it to choose a new case from the list.

Hallucination
Type

Feedback
Prompt

Fully
Hallucinated:

First Choice:
The patient that you chose is not one of the previous patients provided for
you to choose from. Refer to the following: [] and select a patient from
this list that best matches the current patient. Please format your response
as ’Selection: [Patient Information]’.

Second Choice:
The patient that you chose is not one of the previous patients provided for
you to choose from. Refer to the following: [] and select a next most similar
patient from this list that best matches the current patient. Do not choose
[] as you have already picked this as the most similar patient. Please
only list the new selection in your response and format your response as
’Selection: [Patient Information]’.

Continues on Next Page



Type and
Formulation

Prompt(s)

Partially
Hallucinated

Assistant: []. Feedback from helper: It appears that you incorrectly listed
some of the patient information in your response. Refer to the following:
[] and and fix the patient information with the corrected information.
The difference between the selected information and the correct infor-
mation is: []. TASK INSTRUCTIONS: You are given a patient’s incorrect
information. Your task is to find the correct patient data based on the
provided corrections. The incorrect patient information will be labeled
’Assistant:’. The correct patient information will be in the ’Feedback from
helper:’ section. Your job is to correct only the incorrect details (heart
rate, blood pressure, etc.) while keeping all other information the same.
Do not use any information from examples — only use the correction
data from the ’Feedback from helper:’ section. Please only list the new
selection in your response and format your response as ’Selection: [Patient
Information]’. EXAMPLE: Bad Response: Selection: [Sex: Female, Age:
55, Chief complaint: ocular pain. Lt., Mental state: Alert, Heart rate: 80,
Respirations: 20, Blood pressure: 110/70, Triage number: 4] Good Response:
Selection:[Sex: Female, Age: 55, Chief complaint: ocular pain. Lt., Mental
state: Alert, Heart Rate: 103, Respirations: 20, Blood Pressure: 135.0/101.0
Triage Number: 4]

Table 2: Prompt(s) used for each hallucination type.

5. Experimental Setup

5.1. Hallucination Reduction

To examine the performance of the Hallucination Feedback module, we retested our prior
experimental setup [7] with the module integrated into the test environment. We reused the
same parameters, case base, and ECBR prompts from [7], with the exception of temperature,
which will be discussed shortly. The system was tested on the same 25 test cases and two
metrics were recorded: system accuracy and total percentage of hallucinations detected for
each ECBR prompt and case set up pair. These results will then be directly compared to the
original experimental results in terms of accuracy and hallucination rate.

5.2. Temperature Changes

Additionally, we wanted to explore the role of temperature on case hallucination reduction.
Temperature is an internal parameter for LLMs in the range [0, 1] that controls for the amount
of “creativity" allowed, with 0 making choices deterministic. Our initial experiments used a
temperature of 0 for two reasons: it provided the best performance on the tasks and allowed
our results to be reproducible. However, it is possible that the low temperature could hamstring
efforts to eliminate hallucinations from responses, and thus, that temperature adjustment might
provide a simple approach to reducing hallucinations. To examine this possibility, we tested



Prompt Type and Temperature Original Hallucination Feedback

ECBR
1NN

0 32% 8%
0.1 32% 8%
0.2 32% 4%
0.5 28% 8%
1.0 20% 4%

ECBR
2NN
(NN)

0 32% 8%
0.1 32% 8%
0.2 36% 8%
0.5 36% 0%
1.0 32% 0%

ECBR
2NN

(2NN)

0 68% 12%
0.1 64% 12%
0.2 72% 12%
0.5 80% 12%
1.0 80% 0%

ECBR
NUN
(NN)

0 32% 0%
0.1 34% 0%
0.2 32% 0%
0.5 40% 4%
1.0 48% 0%

ECBR
NUN

(NUN)

0 44% 8%
0.1 52% 8%
0.2 48% 4%
0.5 56% 8%
1.0 72% 8%

Table 3
Hallucination Rates for the Original Experiment and the Hallucination Feedback Experiment, organized
by prompt type and temperature.

both the original experiment and the Hallucination Feedback module on temperatures of 0, 0.1,
0.2, 0.5, and 1.0. Temperature values are clustered on the lower end of the spectrum because
deterministic results are better for reproducibility, and we wanted to examine whether a small
tradeoff in reproducibility had any effect on hallucination rates.

6. Results and Discussion

6.1. Hallucination Feedback Module

The Hallucination Feedback module reduced hallucination rates by 70 to 100% depending on
prompt type and temperature (Table 3). At best, our original attempts to reduce hallucinations



Prompt Type and Temperature Original Hallucination Feedback

ECBR
1NN

0 40% 28%
0.1 40% 28%
0.2 36% 20%
0.5 36% 24%
1.0 32% 20%

ECBR
2NN

0 36% 32%
0.1 32% 32%
0.2 44% 32%
0.5 44% 28%
1.0 48% 32%

ECBR
NUN

0 36% 32%
0.1 36% 32%
0.2 36% 32%
0.5 24% 28%
1.0 28% 20%

Table 4
Accuracy Rates for the Original Experiment and the Hallucination Feedback Experiment, organized by
prompt type and temperature.

were 50%, so this module improved reduction rates by 20 to 50% over the original method.
However, the module did not successfully remove all hallucinations for most of the prompts
and temperatures tested. All of the remaining hallucinations were partial hallucinations. Given
that the LLM was resistant to changing partial hallucinations in the pre-experiment tests, it is
unsurprising that any remaining hallucinations were partial and indicates that further tweaking
or experimentation needs to be done on this prompt. For example, we believe that minor tweaks
to our system, such as using dynamic examples that are better related to the provided case(s),
might help reduce the number to zero across the board.

Even though our module was successful at its intended purpose, there was an unintended
consequence of removing hallucinations: reduced accuracy (Table 4). Drops in accuracy rates
ranged from 0 to 44%, implying that some partially hallucinated cases were helpful to the
LLM CBR process. It suggests that in some instances, the hallucinated cases generated by the
LLM were a useful supplement to the case base; we can see this as a process of generating
useful“ghost cases," artificial cases which have proven useful in other contexts [14], with the
LLM itself generating the cases. Further research will need to be done on whether helpful
hallucinations can be identified and selectively targeted for inclusion to improve accuracy rates.
This has potentially interesting ramifications for using LLMs for case-base augmentation more
generally, whether or not the CBR process is carried out by an LLM. The effects of hallucinated
cases, especially helpful ones, on trustworthiness should be examined as well.



6.2. Temperature Change

Temperature had a mild affect on hallucination rates for the original experimental setup, where
greater temperatures lead to more hallucinations on average. However, this was not always the
case; ECBR 1NN actually shows an inverse effect, where hallucination rates drop with increasing
temperature. Neither of these trends were detected for the Hallucination Feedback module,
implying that it is good at regulating hallucination reductions, even if increased temperature
produces more of them. This could make the Hallucination Feedback module potentially useful
for commercial LLMs (such as ChatGPT), where there is no control over the temperature
parameter.

Both the original experiment and the Hallucination Feedback module experienced decreases in
accuracy. This seems to further imply that at least some portion of the hallucinations generated,
regardless of temperature, led to accurate triage assessments and that indiscriminate removal
of hallucinations is not helpful.

The only exception to this trend was ECBR 2NN, which benefited from increased temperatures
in the original experiment and saw stagnant accuracy with the Hallucination Feedback module.
The reason for this deviation is currently unclear, but may be related to the percentage of
hallucinations that were helpful to the LLM and which ones the module was unable to remove.

7. Conclusion and Future Work

There has recently been great interest in integrating CBR with LLMs, to leverage the strengths of
both [15]. One promising direction is to use LLMs to implement the CBR cycle, with the goal of
increasing LLM accuracy, due to reasoning from specific cases rather than generalizations from
training, and explainability, due to being able to present those cases as explanations. However,
a surprising observation is that when cases are presented to an LLM, the LLM may hallucinate
parts of those specific cases. This paper presents first steps on understanding the prevalence of
such hallucinations and initial methods for their detection and repair. In future work we plan
to perform more extensive evaluations to assess this problem, and to develop deeper strategies
for detection and repair.
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