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Abstract
Artificial intelligence (AI) application has expanded widely. One of the fields that has benefited the most from
it is healthcare. The complexity of each biological system is to consider when implementing AI. AI models are
susceptible to bias. These errors impact people’s lives in healthcare. Explainable AI (XAI) methods allow us to
delve deeper into AI models to understand them. Therefore, they become a tool in their bias analysis. On the
other hand, Case-Based Reasoning (CBR) is a framework based on empirical evidence that allows deciding the
optimal solution from experience gained from real cases. It is worth highlighting the importance these systems
can have in healthcare, where each patient represents a case, and new patients’ analyses would be facilitated by
being fitted within its framework. This PhD project focuses on the development of methodologies for auditing
healthcare AI systems, with an emphasis on identifying and mitigating biases. Using XAI, combined with CBR,
the aim is to create a reusable framework that assesses the fairness of predictive models in medical diagnosis. The
work includes the formalization of an ontology to structure risks and solutions, as well as the implementation of
a technological platform that integrates validated use cases in healthcare.
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1. Introduction

It is often said that biases associated with artificial intelligence (AI) models are the result of the negative
legacy left by the data used to train the model [1]. However, there can be algorithmic biases linked to
the model’s training and the algorithm itself, and not just those due to the input data [2]. These are the
two main sources of bias that we can find in AI models. Thus, these sources of bias are present in AI
models generally applied in AI implementation domains, including healthcare.

To fully understand the specific biases that can cause AI models to suffer from unexpected error rates,
we can associate each type of bias with a data processing stage. In a data analysis workflow, multiple
steps in data processing can be identified. Speaking in the same general terms as above, negative legacy
would result from altered data recording or error-inducing preprocessing, and algorithmic bias would
appear during model training.

Analysis can be considered to begin with the very recording of data using specialized tools. Data
recording gives them a characteristic structure that determines their subsequent processing. During data
recording, there may be underestimation in the sampling of sample classes, underestimation of sample
subgroups depending on the values adopted by some variables (for example, the variable "sex" may
cause a sample group to be underrepresented), or an imbalance between the number of samples from
different classes and subgroups. These problems are what can induce a negative legacy in the model,
since it is the data in their raw form that determines biased results. To overcome these drawbacks, tools
such as resampling or synthetic sample generation can be used to help maintain a balance between the
sample types in the data set [3]. Evaluating the data set in its raw version can serve to detect possible
biases in the model and mitigate their effect through resampling techniques.

To assess the presence of biases associated with the AI model, classification model performance
metrics can be used. These metrics are based on measuring the samples classified by an AI model
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according to the following types: true positives (samples correctly classified in a model where there is
a class with a condition different from the control or reference class), false positives, true negatives
(samples correctly classified in a model where there is a class with the control or reference class), and
false negatives. These values are typically represented by the following acronyms, respectively: TP, FP,
TN, and FN. Thus, different formulas are defined based on these four values, which represent metrics
that speak to the model’s effectiveness.

There are many defined metrics and some common ones used for model performance evaluation, such
as accuracy (obtained by dividing the number of correctly classified samples by the full sample size),
specificity (the probability that a result is negative, conditioned on the sample being truly negative),
positive predictive value (PPV) (the probability that a sample with a positive result on a test has the
condition being assessed), etc.

The bias present in the model can be assessed by calculating disparities in error rates. Using the
formula for one of the previous metrics, rates for these metrics can be established to evaluate the
disparity between sample groups, based on the values of these error measures associated with each
of the groups. From the data sets, subgroups of samples can be established according to the criterion
applied by the user. One criterion for assessing bias is grouping samples according to the value of
variables considered sensitive, such as sex (female or male), ethnicity (Caucasian, African, Latino or
Hispanic, Middle Eastern Asian, East Asian, Pacific Islander, etc.), or age. Evaluating the disparity
rates between the selected groups allows us to verify whether the ratio between performance metrics
exceeds a lower (e.g., 0.8) or upper (e.g., 1.25) threshold. This way, you can see if there are subgroups of
samples that tend to be classified better or worse by the model based on the above metrics compared to
a reference subgroup. There are criteria for defining the reference subgroup. For example, the majority
subgroup can be used as the reference group.

The bias assessment of AI models allows us to verify the presence of biases in the models, which
are often fed with data volumes where some sample subgroups are larger than others, or where
the underestimation of some subgroups leads to the extraction of patterns in the data that are not
representative of reality [4, 5, 6].

To date, there are multiple studies that have studied the presence of biases in AI, specifically when
applied to the field of healthcare [3, 7, 8, 9, 10]. These studies have attempted to identify biases such
as those described above using assessment methods such as disparity calculation, which has revealed
biases associated with the AI classifiers produced. However, as this is a novel area, there is no clear
consensus among the different studies on how to classify the types of biases and, therefore, what
would be the appropriate methods to mitigate them accordingly. There is also general talk of a lack of
transparency and standards associated with data recording and publication, to make it easier to detect
biases and correct them by considering both the processing and the origin of the data [11].

In general, there is a lack of a clear protocol for bias detection and mitigation in data processing
workflows that ultimately produce AI classifiers with applications in healthcare. This protocol would
need to establish what type of input data is being handled, how to detect potential types of bias in
each case (to achieve this, it is important to consider error evaluation metrics and potential disparities
associated with these metrics), and how these can be mitigated after detection. Considering the lack
of consensus among researchers, this area reveals that further work is still needed to clarify these
problems, something that has a clear impact on people’s lives, as it is a healthcare issue.

Given this problem, the first milestone to be achieved in this doctoral project would be to conduct a
literature review of the state of the art regarding bias detection and mitigation in AI models in healthcare.
After gathering bibliographic information on the screened cases that fit this topic, an ontology could be
designed that would gather information on how to process each data set, considering bias assessment,
until the classification model is generated. This would establish an organized and consistent protocol
for any data set, enabling the design of more accurate and effective AI models.

Case-Based Reasoning (CBR) is a framework based on empirical evidence that allows for determining
an optimal solution based on the experience gained from the real cases it was defined with. The above
ontology would be represented by a CBR model, where the analyzed datasets define the framework of
the model, which invites us to follow guidelines for analyzing and assessing biases, depending on the
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nature of the initial dataset and based on the empirical evidence collected after researching the state of
the art. To date, there is no record of an ontology applied in this area of healthcare knowledge capable
of guiding experts in assessing biases in AI.

It is important to highlight the importance that CBR models can have in healthcare, where each
patient represents a case, and the analysis of new patients would be facilitated by fitting within this
framework. CBR models would provide a highly suitable system to ensure correct data processing,
given the absence of clear standards.

Finally, this ontology could be tested with new datasets to verify whether the system is truly capable
of ensuring bias analysis and assessment. This would launch a resource with a significant impact on
the medical field, ensuring the ethical and responsible use of AI tools in research.

2. Research plan

Considering the PhD plan with the corresponding funding, the objectives described in the introduction
would be carried out over a total of three years. These three years represent a time span that can be
divided into phases linked to milestones to be met throughout the PhD.

The first phase would correspond to the first year of the PhD. During this phase, the literature related
to the generation of AI models from datasets in the healthcare field for which bias assessment has been
considered would be compiled and reviewed. Based on the compilation of all the cases gathered with
the literature, an ontology for data analysis would be designed to guide the expert-level bias assessment,
implemented according to a CBR model.

During the second phase of the doctorate, which would correspond to years 2 and 3 of the project,
the CBR model is expected to be tested with new cases, which would represent new discoveries within
the CBR system. Finally, all the findings would be compiled in the final project report.

2.1. Research objectives

The research objectives are related to elucidating the clear bias detection and mitigation mechanisms
that affect AI models in healthcare, given that no clear standards currently exist. This can be achieved
through empirical evidence reflected in an ontology used to construct a CBR model, which can guide
expert-level analysis of new medical datasets.

Surrounding this main objective are several other objectives that must be met. For example, it is
necessary to clearly establish the standard structures of the datasets that can be analysed, since, to date,
there is still no well-defined standard for datasets for different medical problems. Next, it is important
to understand the different stages of data processing and how, throughout them, it is possible to analyse
the presence of biases that will affect the final AI model. Among the available evaluation methods, we
find the disparity rates of performance metrics between user-defined sample subgroups. Another issue
surrounding these performance metrics is their most relevant use, considering the type of dataset being
manipulated. There is no literature clarifying the most appropriate use of each performance metric.
Finally, tasks such as transforming case evidence into a CBR model and ontology would constitute a
paradigm in the field of artificial intelligence and the medical domain, as we have not encountered a
similar system to date. Thanks to the CBR architecture, a tool would be created capable of ensuring
better use of artificial intelligence in the medical field.

2.2. Approach / Methodology

Considering the research plan and the objectives to be carried out, the first part of the project would
consist of preparing a bibliographic review of the state-of-the-art bias assessment in data set analysis in
the healthcare field. To do this, it would first be necessary to determine which article search engines are
most appropriate for conducting this research based on the topic. An advanced search would then be
carried out in the relevant databases to find the raw bibliographic corpus. The articles found would then
be manually screened to finally identify the valuable articles for conducting the bibliographic review.
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During the writing of the bibliographic review, the data analysis would be adapted to each data set
based on the accumulated empirical evidence. This would allow for the establishment of calculations
and tools for assessing the bias that may affect each data set and at each stage. With these tools, analyses
can be performed to understand their scope and thus better understand the possibilities that the final
ontology will cover. Finally, in this first stage, the ontology and fundamental structure of the CBR
model would be designed.

During the second phase of the doctoral program, the ontology’s principles would be applied to
process new medical datasets to validate the ontology’s usefulness. Based on these new cases, the
ontology may be redesigned to truly represent all possible aspects of dataset evaluation and serve as a
means of providing the best possible support during expert analysis of medical datasets.

3. Progress summary

A tool has been developed for measuring bias in classification models using the disparity ratios of
different metrics called Aequitas [12]. Aequitas is a tool specifically designed to facilitate the assessment
of bias in the form of disparity ratios, using the classification results of an AI model as input. By forming
subgroups of samples based on the values they adopt for certain attributes considered sensitive, the user
can easily calculate the performance metrics for each subgroup and establish disparity ratios between
them, in order to calculate and diagram the presence of bias, as well as calculate the statistical significance
associated with these disparity ratios. It is an easy-to-use and versatile tool for AI classification models.
Thus, it is considered a valuable method for assessing bias in AI classification models used in the
healthcare domain.

Aequitas is a versatile tool that has been studied to understand how it can be applied to medical
datasets. Its simplest use relies on the results of a binary classification from an AI model, which also
includes attributes with values from which new sample subgroups can be established. This approach
allows the user to establish any subgroups and compare the classification rates between them. In the
case of bias, there would be a disparity rate far from the quotient equal to 1. This approach allows
Aequitas to be used with relatively simple tabular datasets, although it can also be applied in a less
straightforward way to evaluate disparity rates, as is the case with image datasets [5, 6].

So far, Aequitas has been tested on simple datasets to learn how to calculate disparity rates be-
tween subgroups, how to represent the results in disparity rates and how to calculate their statistical
significance, and how to mitigate model bias by reweighting the model.

4. Conclusion and future work

The creation of an ontology and a CBR model that records the instances of datasets and AI models
applied in the medical domain and allows for dataset-specific bias assessment is a paradigm that is
lacking. The lack of transparency in certain datasets [11] and the absence of a standard for bias detection
and mitigation currently makes the issue of bias assessment in AI models applied in the medical field
of notable importance. The emergence of calculations such as disparity rates points to some of the
consensus that has been established, although it is still an area in which much work remains to be done,
among other things due to the high direct impact that changes in the healthcare domain have on the
general population. The establishment of a reference framework for bias analysis at the expert level
intercedes in the responsible and ethical use of AI, an area in constant expansion due to its applicability,
which also occurs at a dizzying speed. This project will help shed light on the most appropriate use of
bias assessment in a domain where AI is of enormous importance. The defined ontology can then be
constantly tested on new datasets, further refining it and better adapting it to a constantly evolving
field of knowledge.
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