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Abstract 
Predictive models are one of the hallmarks of learning analytics research, relying on learner data to predict 
academic achievement and dropouts, enabling targeted interventions. Using a user-centric evaluation 
framework, we assessed the recommendations generated by ChatGPT based on the results of 136 studies 
that used student data for predictive modeling. The evaluation considered general attributes (accuracy, 
coherence, justification) as well as education-specific criteria (alignment with learning theories, ethics, 
learner-centeredness). The results indicate that, while LLM-generated recommendations are generally 
accurate, coherent and useful, they often lack alignment with diverse learning theories and fail to address 
inclusivity and higher-order cognitive skills effectively. Therefore, to operationalize LLMs to provide 
automated feedback to students, these aspects should be explicitly considered in the prompt design.  
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1. Introduction 

Generative Artificial Intelligence describes a set of computational techniques that can generate 
mostly comprehensible content in the form of text, image, and video that is new out of training data 
[1]. Large Language Models (LLMs) are a subset of such techniques that is based on neural networks 
which is trained on hundreds of terabytes of textual data [2]. An example of such models is ChatGPT, 
which has demonstrated human-like performance on a wide range of natural-language oriented 
objectives ranging from translation, writing intelligible essays, and creating functional code [3]. This, 
in return, has encouraged many to explore its possible benefits in the realm of education [4].  

Some studies have explored the utility of LLMs-powered Recommendation Systems in 
educational-related contexts [5], [6]. While it is early as the adoption is ramping up, it is necessary 
to understand their impact not only from a functional standpoint [7], but also in terms of user 
experience and alignment with pedagogical objectives. Teachers, students, and other stakeholders 
will use these tools in varied ways, underlining the need for user-centric evaluation to ensure that 
the recommendations generated are of a high quality from different aspects like implementability, 
alignment with learning theories, and ethicality.  

Such recommendation systems can be built to support certain objectives, for example, [5] aimed 
to support student learning recommendations using, among others, Knowledge Graph 
Contextualization. In our case, the recommendations are based on predictive Learning Analytics (LA) 
models [8]. Predictive LA is concerned with using learner-related data to create predictions of 
possible future scenarios to aid in making interventions that avoid the negative ones. Such 
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predictions are a result of revealing statistical correlative relations between different features like 
previous academic performance, current credit load, and behavior on learning management systems.  

Evaluating LLMs has generally been through rigorous frameworks [9] that have focused on 
evaluating its performance automatically using standardized datasets and benchmarks. In a study 
similar to ours, [10] have evaluated LLM-powered recommendation systems using both objective 
measures and user-centric subjective criteria based on a revised version of the ResQue framework 
[11]. However, the recommendation system was concerned with leisure-related events and activities 
and did not relate to education. Recently, we have evaluated recommendations from a Retrieval-
Augmented Generation (RAG) system. RAG is a set of methods that enhances the quality of the LLMs 
responses through supplying it with additional external knowledge [12]. This RAG relied on 
predictive LA models extracted from state-of-the-art research on LA. The responses were generally 
more specific compared to the responses of a typical LLM. However, the responses were not very 
accurate in many cases and lacked precision.  

In this study, we aim to comprehensively evaluate the quality of recommendations provided by 
LLMs based on their interpretation of learning analytics research findings. This is because the ability 
to offer recommendations rests on the ability to digest and translate research findings into actual 
practical recommendations that account for different criteria as in some instances, the resulting 
recommendations could be not only unintelligible but also potentially harmful. 

2. Methodology 

In this study, we aim to follow the steps shown in Figure 1 to answer the following questions:  
 
1. How accurate are LLMs in interpreting predictive learning analytics results and providing 

useful recommendations to students? 

2. How aligned are the recommendations with learning theories, learner-centeredness, ethics 
and engagement with higher order cognitive skills? 

Figure 1: The methodology followed in the study 

2.1. Studies collection 

The first step of this process was to collect all predictive LA research through snowballing from 
existing systematic literature reviews that used student data to create predictive models on student 
achievement, retention, success and all other students’ outcomes. First, we identified a total of 13 
relevant systematic literature reviews (see Figure 2). The second step was mining the references of 
the systematic reviews and compiling them into a list of 1,517 references. After eliminating duplicate 
entries, non-English articles, and those published before 2011, by examining the title, abstract, and 
keywords, a total of 476 articles remained. Next, each article was manually inspected to verify 
whether they used student data (such as learning management system activity) to predict a target 
(such as grades) and reported results that displayed the correlation between the predictors/features 
and the predictor in an interpretable format (such as piece of text, a table, or a figure). To account 
for possible mistakes and misses, the inclusion and exclusion procedure was validated by a second 
researcher. At the end, a total of 136 articles fulfilled all the criteria and were passed for later stages. 
The flow of this process is illustrated in Figure 2. 

 



 

Figure 2: The studies articles collection process 

2.2. Data extraction 

The following data were collected manually out of each study in a tabular format: study title, year of 
publication of the study, level of education, type of study (STEM/ Non-STEM), duration of the data 
collection, number of students, data sources (features), description of the features (if available), 
targeted variable, prediction method, and format of the results (table/graph/text). The targeted 
variable, the features and their description, and the statistical model that describes the relation 
between the predictors and the predicted were also collected as a screenshot in JPEG and PNG file 
formats. The rationale for this is that the presentation formats such data was described in each study 
were rarely the same. So, this will aid in standardizing the format of the input to the LLM. Such 
screenshots were taken in the highest possible resolution to avoid misinterpretation and 
hallucination. 

The dominant level of education targeted in the study was university-level representing 
approximately 74%. STEM represented the largest portion of types of study with 55.1% followed by 
mixed types with 28.7%. The median duration of the data collection was around 1 year. The 
number of students in the studies was mostly below 1000. Figure 3 shows the years in which the 
studies collected were published. 

 



 
Figure 3: This figure shows the frequency of studies collected by year of publication 

2.3. LLM prompting and response collection 

A prompt was created to cover each of the 136 studies. We followed the Basic Prompting technique 
[13], that is, supplying the LLM with the input and a request without giving it examples of the 
expected output as a guide. The prompt was meant to be general without suggestive language as we 
wanted not to prime its output towards a specific shape or form or anchor it to consider any specific 
criteria. ChatGPT4 was used to create the recommendations not only because it is one of the most 
advanced and commonly used but also it allowed multiple images as an input. After creating the 
prompts, each prompt was supplied to ChatGPT4 with each in a separate conversation to avoid 
contextual overlap. Afterwards, the responses were collected as text to facilitate its evaluation. The 
format of the prompt is shown in Table 1. 

Table 1 
Description of the different parts of the standardized prompt 

Section Description Format 
Generic 

Instructions 
This part describes the objectives of the LLM. It supplies it with a 
context and a request and some clarifying instructions. This is its 
fixed form: “Your objective: I have conducted research and based on 
the findings, could you interpret the results and provide practical, 

actionable recommendations or strategies for students? Please, 
explain the reasoning behind each single recommendation. In your 

text, replace the abbreviations with their full form if applicable. 
Please, use the table of abbreviations if provided and when needed. 

Do not add any additional text, only recommendations.” 

Text 

Research Title This part shows the title of the study. Text 
Research Aim This part describes the objective from the research. Text 

Research 
Questions 

This part shows the research questions of the study, only if 
explicitly mentioned. 

Text 

Data Analysis This part describes the data and how it was analyzed to create a 
predictive model. 

Text 

Screenshots/data 
source 

These are screenshots from the study that describes the 
predictors/features and its relation to the predicted in a predictive 

model. The data visualization can be in different formats: Bar 
chart, table, correlation matrix, etc. 

PNG / 
JPEG 



2.4. Evaluation framework development 

To evaluate the responses, a questionnaire, with the name of Learning Analytics Recommendations 
Alignment Questionnaire (LARAQ), was developed that relied on criteria that address general 
attributes of recommendation systems and criteria that address learner-related attributes. For the 
general criteria, the ResQue framework has been widely used to allow the users of a recommendation 
system to subjectively assess it holistically [10]. This framework has been utilized to assess 
recommendation systems in different domains such as music [14] and movies [15]. Similarly, [16] 
has cultivated a framework to evaluate conversational recommendation systems specifically.  The 
general criteria that were chosen are: Recommendation Accuracy, Subjective measure of the 
presentability of the recommendation, Justification, Perceived Usefulness, Consistency & Coherence.  

Learner-related attributes assess that the recommendations are not only applicable but also how 
much it adheres to pedagogical and ethical principles. The criteria are: Implementability & 
practicality, Privacy & ethicality, Alignment with learning Theories, Diversity, Equity, Inclusion, 
Learner-Centeredness, Engagement with Higher-Order Cognitive Skills. The criteria in LARAQ were 
extracted from different frameworks and evaluations and adapted to the context of education. Two 
evaluators independently assessed the evaluation. For quantitative questions, the average score was 
calculated, whereas qualitative questions were evaluated through consensus. Tables 2 and 3 show 
each criterion and their respective questions alongside its sources. 

 Table 2 
 This table shows General criteria of LARAQ with their respective questions, scale, and references. 

 
 
 
 

 
 
 
 



 Table 3 
This table shows Learner-related criteria of LARAQ with their respective questions, scale, and 
references. 

3. Results 

The box plot in Figure 4 shows the evaluations of Questions 1-6 and Questions 9-13. It reveals that 
Accuracy, Presentability, Justification, Usefulness, Consistency & Coherence, and Practicality 
receive higher median ratings (around 4.0 to 4.5), indicating generally positive assessments. On the 
other hand, Diversity, Equity, Inclusion, and Engagement with Higher-Order Cognitive Skills have 
lower median ratings (around 2.0 to 3.0). Lastly, Learner-Centeredness shows moderate ratings with 
some variability. 

Figure 5 illustrates the frequency of the learning theories that the recommendations were aligned 
with. The X-Axis lists the learning theories, while the Y-Axis shows their frequency, ranging from 0 
to around 90. The graph reveals notable variations in the prominence of these theories. 
Constructivism, Cognitivism, Behaviorism in order are the most frequently mentioned theories with 
scores of almost 90, around 75, and almost 60, respectively. With slightly above 40, Motivation 
theories follow the order. A mid-range cluster includes Social Learning, Humanism, Situated 
Learning, Metacognition, and Self-Regulated Learning, all hovering around 20. In contrast, several 
learning theories appear much less frequently, Connectivism and Transformative Learning register 
frequencies below 5 each. Overall, the data suggests that traditional theories like Behaviorism and 
Cognitivism dominate the landscape of learning recommendations, while emerging or specialized  

 



theories are referenced far less often. Lastly, Question 8 showed an overwhelming majority of 
recommendations (97.1) did not suggest using protected information according to the GDPR while a 
very small minority (2.9%) did. 

Figure 4: Box Plot illustration of Questions 1-6 and Questions 9-13 
 

 
Figure 5: The frequency answers to Question 7: Alignment with learning theories 

4. Discussion and conclusion 

The recommendations were generally perceived as relevant to the supplied papers, succeeding in 
mentioning the most important feature. However, in cases where the number of features supplied 
was high, due to the LLM's output size limit, a lot of the features were neglected. The 
recommendations were well-structured and easy to read as well as beneficial and essential for 
improving outcomes. The clarity in reasoning was generally good as a rationale for the 
recommendations was mostly present. The suggestions were practical with some recommendations 
being vague and hard to implement. The arguments were understandable and the logic holding the 
recommendations together was consistent. A noticeable decline appears when examining learning-
related criteria. These results suggest that the recommendations inadequately consider diverse 



backgrounds and needs of different disadvantaged groups or foster inclusivity as they both hold the 
two lowest medians. Furthermore, promotion of higher-order cognitive processes such as synthesis 
and evaluation were insufficient. Additionally, the recommendations did not suggest using any 
sensitive data (according to the GDPR) of the learners if it was not included in the data of the supplied 
paper. Finally, the recommendations are well-grounded in learning theories.  

The results suggest the prompt should be crafted with emphasis on the learner-related criteria by 
explicitly mentioning it while the LLM seems to perform well in understanding the tasks and in 
formatting the recommendation logically and aesthetically. Furthermore, in the absence of a 
description of the features, the LLM struggled to infer the meaning of some features from their names 
solely. Instead, it attempted to guess its meaning from the context and in many cases it either failed 
in its interpretation or took the safe route and did not include such ambiguous features in the 
recommendations. 

For future work, we plan to evaluate LLMs fine-tuned with educational datasets. Moreover, we 
plan to use raw results and individual predictions for each student, combined with eXplainable AI 
methods that provide explanations for the predictions. This approach aims to offer personalized 
insights, addressing some of the gaps identified in our current study. 
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