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Abstract 
Matrix Factorization (MF) has been widely used to build recommender systems that play an important 
role in adaptive lifelong learning systems. Yet, as a data-driven approach, the optimization of MF 
estimation mainly focuses on the improvement of prediction errors in a black-box way, which leads 
to a lack of interpretability regarding latent factors and validity examination of the resulting 
estimates and predictions. To address this problem, we proposed a revised version of MF to integrate 
expert knowledge. Specifically, the item-factor matrix is constrained based on expert-defined item-
factor information in the estimation and those constraints deliver the interpretation to the resulting 
latent factors. We illustrate this method with an empirical data set with 60 items and 4,645 students 
from Trends in International Mathematics and Science Study (TIMSS). The results show that the 
revised MF has slightly lower prediction performance compared to the traditional MF but provides 
interpretable latent factors and validated user-factor estimates and accelerates the hyperparameter 
tuning operation. 
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1. Introduction 

Recommending personalized learning materials or exercises to facilitate continuous learning in 
learners or trainees constitutes a pivotal component in the development of adaptive systems in 
a lifelong learning context [1-4]. Personalization entails the selection or design of relevant 
materials based on the unique characteristics of each user, whereas adaptivity signifies the 
system's ability to adjust to evolving needs and circumstances of users over time. In the past 
years, several techniques have been proposed to make personalized and adaptive 
recommendations within learning systems, and one of those is Matrix Factorization (MF) [5–9].  

MF was originally proposed to recommend commercial products for online merchants (such 
as Netflix) based on a given user-item score matrix (rows: users; columns: items; entries: scores 
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given by users to the items) [10]. The scores can be binary, indicating whether users watched 
or liked this movie, polytomous or continuous, referring to levels of interest of users. The input 
scores provide personalized information on users’ historical interaction with the given items. 
The principle behind the basic MF is that it decomposes a score matrix into two low-rank 
matrices, i.e., the user-factor matrix and the item-factor matrix. The user-factor matrix provides 
the relationship information between users and latent factors, while the item-factor matrix 
offers information on the link between items and latent factors. The multiplication of two low 
rank matrices constitutes reconstructed scores, which offers prediction information. With the 
prediction, the system can personalize item recommendations. For example, items with higher 
predicted scores can be prioritized in movie recommendations. In addition, the relevant 
estimates can be evolved across time to realize adaptivity. 

Theoretically, MF can be seen as a data-driven black-box approach and it has been criticized 
because it is difficult to interpret resulting latent factors and hence predictions or 
recommendations [11–13]. From the perspective of the application domain, traditional MF 
produces predictions only based on a score matrix without considering any other human-
defined information, which might cause concern about the validity and interpretability of 
results. Some studies have proposed approaches to account for those issues. For example, 
Abdollahi and Nasraoui [14] and Vlachos [15] proposed co-cluster approaches with different 
methodological designs to give explanations for resulting recommendations. These co-cluster 
approaches quantify similarities within items or users based on the given user-item interaction 
patterns, and the recommendations can be justified by identifying certain clusters that the 
corresponding scores belong to [14,15]. While these similarities can be seen as a form of trusted 
information regarding reasoning recommendations, it remains challenging to comprehend the 
resulting factors and predictions for both approaches. In addition, the two co-cluster approaches 
are based on business scenarios that show different properties compared to learning systems. 
In educational sciences, learning materials or test items are usually designed for improving or 
measuring students’ skills (considered as latent factors), so the interpretation of latent factors 
is always important for learners and teachers. For example, an item designed for measuring or 
improving students’ English verbal skill cannot provide information about students’ geometry 
skill, and recommendations need to consider the improvement on targeted skills. Furthermore, 
in business applications, missing rating scores are typically coded as zero. In learning systems, 
a zero usually indicates an incorrect answer to a test item or a failed learning task. Those 
domain-specific differences cause special considerations in the development of analysis 
techniques. 

To address the aforementioned concern, this study proposes a revised version of MF to 
integrate expert knowledge to interpret resulting latent factors and estimates. Specifically, in 
the traditional MF, a given response matrix is approximated by a user-factor matrix and an 
item-factor matrix. In the revised MF, we add constraints to the item-factor matrix with the help 
of expert knowledge by fixing certain entries to zero and skipping them in the optimization 
routine. In other words, we only optimize the full user-factor matrix and the non-zero entries 
of item-factor matrix. These constraints match expert-defined factor tags with latent factors to 
give interpretation to relevant estimates, which is the central idea in the revised MF. With the 
revised MF, the follow-up research questions include how integrating domain experts’ opinion 
will affect the prediction performance and the user-factor matrix compared to the original MF. 
To answer these questions, an empirical study is presented below.  



2. Method 

The following sections start with an introduction to the empirical data set. After that, the 
technical details of the proposed revised MF are introduced. Then, the analysis design for 
comparing the traditional MF and the revised MF is explained.  

2.1. Data 

An empirical data set from Trends in International Mathematics and Science Study (TIMSS) was 
used in this study. The selected data was collected from the 4th grade students for mathematics 
test in TIMSS 2019 in Flanders, Belgium [16]. In total, there were 213 items designed for 4,655 
students. The response matrix contained a large number of missing values because of the item 
administration design [17]. In particular, 86.73% of entries in the response matrix were missing. 
Each student and each item had 28 and 617 responses on average respectively. Furthermore, we 
followed relevant instructions of the codebook from the corresponding database in TIMSS 2019 
to convert original multi-categorical responses to binary responses (i.e., right or wrong) [17,18]. 
Specifically, “Correct Response” and “Partially Correct Response” were all coded as 1 and 
“Incorrect Response” was coded as 0. Additionally, to consider the implementation of cross 
validation for tuning hyperparameters, we excluded 10 students and 4 items with less than five 
responses. Then, for the sake of illustration, we randomly selected 60 items. After that, the final 
response matrix contained 4,645 students as rows and 60 items as columns. 

Table 1 
Item Examples With Latent Factor Tags 

Item ID Topic Area 

MP61261 Expressions, Simple Equations, and Relationships (ESER) 
MP61182 Fractions and Decimals (FD) 
MP61266 Geometry 
MP71079 Measurement 
MP51100 Reading, Interpreting, and Representing (RIR) 
MP61084 Using Data to Solve Problems (UDSP) 
MP61240 Whole Numbers (WN) 

 
In TIMSS, each item is designed and labelled for assessing certain latent factors defined by 

domain experts, and we adopted latent factor tags under the “Topic Area” label system provided 
by the online codebook [16,17]. Table 1 provides examples of items with those latent factor tags. 
There are seven factor tags in total and each item is linked to one of seven factor tags. We used 
the tag information to construct an expert-defined item-factor matrix where the entry 1 
indicated that the item can contribute information to the corresponding factor and the entry 0 
referred to the opposite. 

2.2. Method Implementation 

Suppose that an observed user-item rating matrix 𝑅ூ is given, where 𝑟௨ refers to the rating 
of user u for item i. The rating matrix can be approximated by a product of two decomposed 
matrices 𝑃 and 𝑄ூ with a defined rank K (equal to the number of latent factors), which is 



𝑅ூ ≈ 𝑅ூ = 𝑃𝑄ூ
்  for non-missing entries in 𝑅ூ. It can be further expressed as 𝑟௨ ≈ �̂�௨ =

𝑝௨𝑞
் . Here, �̂�௨ refers to the predicted rating that is the product of the user-factor vector 

𝑝௨ = (𝑝௨ଵ, 𝑝௨ଶ, … , 𝑝௨)  for user u and the transpose of the item-factor vector 𝑞 =

(𝑞ଵ, 𝑞ଶ, … , 𝑞) for item i [10]. To obtain these two decomposed matrices 𝑃 and 𝑄ூ, a loss 
function is constructed to minimize the reconstruction error, which is:  
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In the above equation, 𝜆 is the regularization parameter for controlling the overfitting. To 

minimize the defined loss function, we slightly revised the stochastic gradient descent 
optimization method proposed by Simon Funk [19], which is:  

 
𝑝௨ ← 𝑝௨ + 𝛾(𝑒௨𝑞 − 𝜆𝑝௨) (2) 
𝑞 ← 𝑞 + 𝛾(𝑒௨𝑝௨ − 𝜆𝑞) when 𝑞 ≠ 0 

 
where the prediction error is defined as 𝑒௨ = 𝑟௨ − 𝑝௨𝑞

்  and 𝛾 denotes the learning rate. 
The user-factor and item-factor entries denoted as 𝑝௨ and 𝑞 are repeatedly computed with 𝛾 
and 𝜆, and 𝑞 is only computed when it is not equal to zero. In other words, when 𝑞 is equal 
to zero, those entries will be skipped in the optimization routine. The iteration for 𝑝௨ and 𝑞 
is stopped when the defined error threshold or the defined number of iteration steps is reached. 
Furthermore, 𝑃 and 𝑄ூ are initialized with random numbers. In order to integrate expert 
knowledge, certain entries of 𝑄ூ  are constrained to zero based on a given expert-defined 
binary item-factor matrix for mapping between items and expert-defined factors and delivering 
factor tags to corresponding factors. The zero constraint means that certain items cannot 
contribute any information to the defined factors.  

In the illustration analysis, specifically, 𝑃  and 𝑄ூ  were initialized with numbers 
generated from a uniform distribution 𝑈(0,1). Then, for the revised MF, certain entries in 𝑄ூ 
were constrained to zero based on the aforementioned expert-defined item-factor matrix for the 
TIMSS data set. The number of factors (or the defined rank K) is fixed to seven. The error 
threshold was defined as 𝑒௨ < 0.01 and the iteration steps followed hyperparameter settings 
(see Table 2). 

2.3.  Design and Analysis 

The evaluation of two versions of MF (with and without adaptation) was based on R 4.3.2 [20] 
in the Flemish Supercomputer Center (Vlaams Supercomputer Centrum; VSC) by an Intel Xeon 
8360Y processor with 72 cores. In particular, 71 cores were used to do parallel computation for 
tuning relevant hyperparameters, and 1 core was used for training the final model and the result 
analysis.  

For the evaluation operation, first, 80% of entries from an input response matrix were 
selected as training data, which is to estimate the model parameters, and the rest 20% of entries 
were used as test data, which is to compare the observed and predicted scores. The selection 
was operated in a random way but under a condition that each item and each student had at 



least one available response for both training and test data. This is because MF cannot make 
predictions for completely new items or users, which is denoted as the cold-start problem in the 
literature [13,21].  

Table 2 
Hyperparameter Consideration 

Hyperparameters Search Range 

Iteration steps From 100 to 200 with increments of 20 

Learning rate: 𝛾 From 0.001 to 0.02 with increments of 0.001 

Regularization parameter 𝜆 From 0.01 to 0.2 with increments of 0.01 

 
Second, a 2-folds cross validation was implemented within the training step to tune 

hyperparameters. In particular, training data was further divided into training and validation 
data with the same random selection operation. The average of Mean Squared Error (MSE) 
across folds was used to compute the performance of the input set of hyperparameters. Table 2 
presents defined ranges for three hyperparameters, including the iteration steps, the learning 
rate and the regularization parameter. Those defined values were based on recommended values 
from relevant software [22] and computation power consumption. It is worth noting that the 
number of factors is fixed to seven as known information. In total, 6 (iteration steps) × 20 
(learning rates) × 10 (regularization parameters) = 1,200 scenarios were created, and the grid 
search was implemented in tuning procedures.  

Finally, the set of hyperparameters with the lowest MSE was selected as the final one, which 
was implemented to train the final MF model. After that, the final MF model made predictions 
based on test data and the obtained MSE was used for evaluating methods’ performance. Apart 
from that, relevant estimates for three selected students were further investigated to examine 
the interpretability and validity performance.  

3. Results 

3.1. Methods Evaluation 

Table 3 shows the results of the two versions of MF. For the revised MF (with integrating expert-
defined latent factor information), the lowest MSE for tuning hyperparameters in the training 
stage was 0.272, which was 30% higher than the traditional MF (0.210). The MSE for the revised 
MF in test data was 0.262, which was 26% higher than the traditional MF (0.208). The difference 
for both was around 0.06. In terms of time usage, compared to the traditional MF, the revised 
MF saved 209 seconds for tuning hyperparameters. Regarding the time for training the final 
tuned model, due to the higher number of iteration steps, training the final revised MF model 
took 8 seconds longer than the traditional MF. Additionally, as item-factor estimates were 
constrained in the revised MF, which affected user-factor estimates, the overall differences in 
resulting user-factor estimates were investigated as well. Figure 1 presents the pairwise MSE 
based on user-factor estimates between two approaches, and the overall average MSE was 
around 0.099. It is worth noting that the order of the user-factor vectors in the traditional MF 
does not correspond to the order in the revised MF, so the pairwise MSE looped over all columns 
in the user-factor matrix. 



Table 3 
Results of Methods Comparison  

  Iteration 
Steps 

Gamma: 
𝛄 

Lambda: 
𝛌 

Train 
MSE 

Test 
MSE 

Tuning 
Time 

Training 
Time 

Revised MF 160 0.003 0.05 0.272 0.262 9986s 42s 
Traditional MF 120 0.006 0.12 0.210 0.208 10195s 34s 

Note. “Training Time” here refers to the time for training the final tuned model. 
 

 
Figure 1: Pairwise MSE for User-Factor Estimates 

3.2. Single Case Evaluation 

To further evaluate the interpretability and validity performance of two approaches, 3 students 
were randomly selected: student No. 822, student No. 4091, and student No. 4396. Table 4 
presents relevant information for selected students based on the final trained model. Generally, 
thanks to the item-factor constraints, namely the integration of expert knowledge, the resulting 
user-factor estimates in the revised MF were interpretable. When the constraints were added to 
each factor column in the item-factor matrix in the revised MF, factor columns with respective 
constraints corresponded to expert-defined tags. Specifically, for student No. 822 who answered 
7 items, two items designed for measuring “Expressions, Simple Equations, and Relationships” 
were answered correctly and the rest of items for measuring “Fractions and Decimals”, 
“Measurement”, and “Reading, Interpreting, and Representing” were answered incorrectly. From 
corresponding estimated user-factor scores, it can be found that scores of giving correct answers 
were higher than scores of giving wrong answers in the revised MF. Furthermore, scores from 
the revised MF for indicating the relationship between student No. 822 and the defined factor 
“Expressions, Simple Equations, and Relationships” was 0.662, higher than scores of “Fractions 
and Decimals” (0.601), “Measurement” (0.491), and “Reading, Interpreting, and Representing” 
(0.294). This pattern existed for the student No. 4396 and No. 4091 as well.  

In contrast, scores estimated by the traditional MF were distributed differently. In the 



traditional MF, no item-factor constraints were used to deliver interpretable information for 
each factor, so it was difficult to interpret resulting factors and relevant user-factor scores In 
other words, the current corresponding position for user-factor scores in the traditional MF in 
Table 4 can be rearranged freely. In addition, we also randomly selected other single cases to 
examine the robustness of detected patterns. We found some exceptional cases in the results of 
revised MF, and they were usually associated with high prediction errors. 

Table 4 
User-Factor Estimates for Selected Students 

Student Item 
Original 
Response 

Predicted 
Response: 
Revised MF 

Predicted 
Response: 
Traditional 
MF 

Factor Tag 
User-Factor 
Score: 
Revised MF 

User-Factor 
Score: 
Traditional 
MF 

No. 822 

MP61232 1 0.628 0.405 ESER 0.662 0.427 
MP71216AA 1 0.769 0.485 ESER 0.662 0.427 
MP61182 0 0.201 0.127 FD 0.601 0.526 
MP71071 0 0.535 0.433 Measurement 0.491 0.024 
MP71098 0 0.414 0.341 Measurement 0.491 0.024 
MP61211A 0 0.120 0.157 RIR 0.294 0.023 
MP71202 0 0.373 0.51 RIR 0.294 0.023 

No. 4396 

MP71045 1 0.814 0.49 ESER 0.912 0.617 
MP71179C 1 0.825 0.75 Geometry 0.654 0.545 
MP71067 0 0.067 0.329 Measurement 0.126 0.262 
MP71070 0 0.139 0.602 Measurement 0.126 0.262 

No. 4091 

MP51103 1 1.011 0.572 FD 0.739 0.174 
MP51079 0 0.117 0.408 Geometry 0.119 0.071 
MP61266 0 0.064 0.203 Geometry 0.119 0.071 
MP51100 0 0.16 0.456 RIR  0.151 0.563 
MP61018 1 0.664 0.476 WN 0.633 0.107 
MP61018B 1 0.815 0.562 WN 0.633 0.107 

 

4. Discussion and Conclusion 

In the present study, we proposed a revised version of MF to integrate expert knowledge in 
estimation procedures. Specifically, in the revised MF the item-factor matrix was constrained 
in the estimation based on the expert-defined item-factor relationship. The added constraints 
delivered interpretable information to resulting latent factors with relevant estimates and 
further provides possibilities for the theoretical validity examination. We illustrated the revised 
MF and compared it with the traditional MF based on empirical assessment data from the TIMSS 
2019. The empirical analyses show that using the revised MF generally makes the estimation 
faster than the traditional MF while the prediction performance of the former slightly goes 
down compared to the latter. This is expected somehow because adding constraints to the item-
factor matrix means that the available parameter space for optimization is shrunken, which 
reduces models’ expressiveness. At the same time, thanks to the constraints, the time usage for 
tuning hyperparameters decreases because certain entries in the item-factor matrix are fixed to 
zero and those are skipped in the optimization routine. 

Except for the results of prediction performance and time usage, the analysis of individual 
students suggested that integrating expert-defined item-factor information produced different 
user-factor estimates. In detail, regarding the interpretability, adding constraints from an 



expert-defined item-factor matrix helps match resulting factors with defined factor tags. In 
terms of validity, user-factor scores of giving correct answers are higher than the case of giving 
wrong answers in the revised MF. Both improvements cannot be observed in the traditional MF, 
which is a key reason for proposing the revised MF. As mentioned before, the traditional MF is 
a purely data-driven method, and the only consideration of estimation optimization is to 
minimize a defined loss function (mainly related to the prediction error). From the perspective 
of application domains, it is difficult to interpret and validate resulting item-factor and user-
factor estimates. In contrast, using the revised MF largely improves this issue. In practice, the 
latent factor is usually interpreted as skills in the context of educational science. It is much more 
logical that when students give wrong answers to certain questions, corresponding skills are 
lower than when students give right answers, which is in line with results from the revised MF.  

Compared to previous approaches [14,15], our approach provides an easy way to integrate 
external information to improve the interpretability in the MF. Previous methods focus on 
giving explainable information on resulting recommendations in business applications by 
quantifying similarities to link predicted recommendations to given ratings. In contrast, our 
approach concentrates on giving interpretable information on latent factors and estimates, and 
this kind of information can also be used to provide explainable information for possible 
recommendations. For example, student No. 4396 had lower values for “Measurement” and 
learning systems could provide materials related to “Measurement” for that student. Apart from 
that, learning systems can also examine predicted responses to items that students do not try 
and focus on items that students cannot answer correctly. Overall, materials in learning systems 
are always designed to reach certain learning goals, such as improving students’ math skills, 
which is significantly different from materials in commercial systems. This crucial difference 
calls for the information that can be interpreted and validated based on educational theories 
regarding technologies applied in learning systems.  

Several limitations of this study need to be acknowledged. First, MF has evolved into 
different versions in the past years. The proposed version of MF is based on the basic MF 
without considering newly developed features, which can be improved in the future. Second, 
the illustration analysis assumed that each item had the same difficulty and was designed for 
measuring one skill. When items have different difficulty levels and are developed to measure 
multiple skills, patterns may change. In addition, we only considered binary responses, which 
could be extended to graded responses. Third, expert-defined item-factor information might be 
biased or limited, which could be detected by comparing or validating estimates based on 
different sets of constraints in the revised MF, and this operation is not studied in the above 
analysis. For example, some studies have explored data-driven refinement methods for Q-
matrices based on the performance of defined index [24]. Furthermore, constraints, such as 
fixing some item-factor entries to zero, might be too strict to reflect realistic complex situations, 
which can be further relaxed somehow. Fourth, the study is mainly based on empirical data 
rather than simulation or synthetic data. In a simulation study, true models behind data are 
known or controlled by researchers, which offers grounds for more comprehensive comparison.  
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