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Abstract
In alignment with the ongoing digitalization in all aspects of science and society, the legal domain is experiencing
a significant growth in the volume of produced documents. Manual approaches for analysis of legal corpora, like
Intellectual Property case decisions, are deemed resource-intensive, in terms of time and effort. As a response,
we present the CLAIM tool, which has been developed combining Model-Driven Development with a Large
Language Model. As a Design Science Research project, the tool’s development has been based on the needs of
its stakeholders, which have been elicited in participatory modeling workshops. The prototype version presented
in this paper includes two main phases of analysis; information extraction and semantic information retrieval. Its
functionality is briefly demonstrated by analyzing trademark cancellation cases which have been filed in bad
faith.
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1. Introduction

Over the last decades, society is undergoing a digitalization that results in a significant growth of
produced documents [1]. The legal domain is no exception; the volume of legal documents is consistently
on the rise. Until the 1950s, research and practice in the law relied entirely on manual extraction of
the substantive information included in legal documents. The term legal documents refers to cases,
statutes, regulations, contracts, and any other type of text document that is used by professionals of the
legal domain [2]. In practice, even during analyses facilitated by computers in recent years, a human
expert was necessary for reading the document, identifying, and representing the essential parts of the
text in a format usable by computers [2]. Technical constraints also have limited the very nature of
legal research that is feasible for legal researchers and practitioners, most of whom lack a programming
background. For this reason, empirical research analyzing large sets of legal documents has been far
overshadowed by traditional doctrinal research analyzing a small set of keystone cases, thus, saving
time and effort [3].

A specific area within Law that is affected by this situation is the area of Intellectual Property (IP) law
[4]. A large volume of patent, trademark, and copyright judicial decisions is available to practitioners
and researchers. Yet, even if analyzing large corpora of IP decisions has the potential to reveal deep
insight, for example, similarities and overarching trends in case outcomes in a way not possible by
reading a subset of cases, the impracticality of manual handling hinders the procedure. In this way,
valuable insight may remain hidden from researchers and practitioners. This situation presents not
only a challenge, but also an opportunity for improvements, which can be based on various approaches.
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Regarding the required time, Large Language Models (LLMs), and especially the state-of-the-art
versions, have demonstrated a high level of efficiency on performing tasks without the need for task-
specific training [5]. Regarding some legal tasks, their efficiency and accuracy can reach a degree that is
not only comparable, but often superior to human experts [6]. Therefore, utilizing LLMs and Artificial
Intelligence (AI) technology in general, is an approach that can provide automation in the analysis
procedure. In this way, precious time and effort can be saved, and in certain cases, this can be a critical
factor that determines the feasibility of a legal analysis. Regarding the required effort, it can be affected
by reducing the complexity of the task. Conceptual modeling (CM), and its specialization, Enterprise
Modeling (EM) [7], can assist by providing a solid information structure that points towards the right
directions, either methodologically, or as a blueprint for developing a supporting system.

The aim of this paper is to introduce the CLAIM tool (Case-based Legal Analysis of Intellectual
property Matters), a domain-specific prototype solution for IP decision analysis that combines the two
approaches, LLMs and EM. The tool is described and demonstrated in a specific analysis of “bad faith”
[4] IP decisions.

The rest of the paper is structured as follows. Section 2 provides a brief overview of the theoretical
background that is related to this study, Section 3 describes the involved methodological decisions,
Section 4 presents the CLAIM tool. Sections 5 and 6 discuss the study and provide concluding remarks,
respectively.

2. Background

This section provides a brief background on the topics that are relevant to this study.

2.1. Intellectual Property Law and Legal Document Analysis

IP law includes a wide spectrum of legal protections for patents, trademarks, copyrights, trade secrets
and any other creations of the human mind [8]. Courts of different levels around the world produce
volumes of decisions. Despite the differences in the contextual factors, like national and regional
variations in legislations, the decisions are characterized by a consistent narrative pattern, consisting
of a factual overview, legal reasoning, and a conclusion [4, 8]. This does not mean that the employed
terminology is equally consistent. This volume of decisions was always archived, yet, during recent
years, has become digitally available, a fact which enables the potential for empirical research on IP law
trends [2].

The decisions are often grouped in sets, forming specific corpora that can be used during analyses.
However, these corpora are often diverse and heterogeneous, using domain-specific language, case
citations and statutory references that may differ by jurisdiction [9]. In addition, the outcomes of a case
may be existing in a case document in unclear ways, due to reliance on complex legal argumentation. In
such cases, manual analysis is deemed necessary, yet, this activity is not only highly resource-intensive
but also prone to errors [10]. As a response to these challenges, modern approaches to legal analyses opt
towards computational methods, in order to automate tasks like information extractions and document
classification [3].

2.2. Technological Perspectives on Legal Analysis

2.2.1. Model-Driven Development

Model-Driven Development (MDD) [11] is an approach for software engineering, focused on the use of
high-level abstractions, commonly known as conceptual models. CM, and its specialization, EM [7],
provide the artifacts that are used during the software lifecycle. Instead of producing detailed low-level
programming code, developers can define the functionalities of a system that is being developed using the
models. These models are platform independent, yet, they can be implemented in any specific platform.
MDD aims to reduce complexity, improve maintainability, and accelerate software development cycles
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[12]. Regarding the applicability of MDD in legal analytics, where case management and contextual
variations require adaptability and quick responses, MDD can potentially provide valuable advantages.
The complexity of the domain can be countered by producing high-level conceptualizations that can be
applied to different cases and contexts. Participatory modeling [13] can be used as a bridge between
software developers, modeling experts, and legal domain experts to provide solutions that can facilitate
the development of tools for legal analysis. This can be achieved by identifying and conceptualizing
recursive patterns in legal forms, decisions, and judicial opinions, as a means “to routinize and scale
very cheap and very high quality solutions to the myriad of legal needs” [14].

2.2.2. Large Language Models

LLMs, such ChatGPT or other similar transformer-based models, have demonstrated significant capabil-
ities across a wide spectrum of natural language processing tasks [5]. A large set of vast and diverse
corpora has been used during the training of these models. This fact results in the models having
the ability to interpret legal texts, even if they contain context-specific and inconsistent terminology,
and extract semantic insight from them [9], a feature which is considered highly valuable. This is
applicable in cases where extensive corpora need to be processed for annotation and/or classification
[6]. The identification of specific factors that drive the classification is essential for the task. However,
confirming and explaining that the results produced by an LLM are bias-free and transparent can be
challenging, and this fact can, in return, raise concerns and hinder the entire effort. This is reasonable,
if we take into consideration that any mistakes in the legal domain may have significant impact and
consequences. For this reason, integrating LLMs with an approach like MDD, has the potential to
improve the trustworthiness of the results, since the reliance on LLMs is reduced.

3. Methodology

CLAIM has been developed as a Design Science Research [15] project, following the framework sug-
gested in [16]. The framework suggests artifact development in five steps: (i) Problem explication, (ii)
Requirements elicitation, (iii) Artifact development, (iv) Demonstration, and (v) Evaluation.

The explication of the problem was based on its stakeholders, that is, legal researchers and practi-
tioners. In the case of CLAIM, the Intellectual Property Law research group of the Department of Law
(Juridicum) of Stockholm University is the direct stakeholder involved in the project.

To elicit requirements, four 3-hour workshops were conducted with the participation of the devel-
opment team and a representative of Juridicum. The aim was to elicit requirements in the form of
conceptual models that could be used as input for the development. In practice, the workshops involved
data collection using the think-aloud protocol [17] to gather insight on the context and conditions
of IP case decisions, and to clarify the terminology used in the domain. Two of the workshops were
conducted as participatory modeling [13] sessions. This means that the collected data was used to
develop conceptual models, to be used as input during the artifact’s development. In particular, the
Unified Modeling Language (UML) [18] was used to create a Class diagram representing the domain.

Regarding the development of the artifact, the two approaches mentioned earlier, LLMs and EM, as
part of MDD, have been combined. CLAIM has been built as an application using Node.js [19] for the
backend combined with HTML/CSS/Javascript protocols. MariaDB [20] has been used for the database.
These have been combined with OpenAI’s ChatGPT-4o via their APIs. Node.js has been the basis on
which the architecture and logic of the application has been built, while ChatGPT has been used for its
semantic analysis capabilities. In particular, from a Semantics-driven Engineering perspective, ChatGPT,
in the CLAIM project, contributes to the (i) knowledge capturing role, and (ii) end user-facing role [21].
Finally, for the demonstration of the CLAIM tool, a case study has been employed. The case is the
analysis of European Union Intellectual Property Office (EUIPO) case decisions related to trademarks
cancelled because they were filed in bad faith. More details follow on the next sections. Regarding the
evaluation of the tool, hitherto, there is no completed formal assessment to report, yet, an evaluation by
stakeholders from Juridicum is planned to take place.
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4. The Tool

In this section, the architecture and the main features of the CLAIM tool are presented.

4.1. Architecture

The domain of Intellectual Property claims has been modeled according to the information elicited
during the workshops. The produced information structure is shown in the UML model of Fig. 1 and
explained as follows. Every IP Case (referring to a cancellation action initiated against a registered
trademark) is about one or more Trademarks, and is always filed as a Document. One or more assessment
Factors may be derived from one or more Documents, and these Factors may then be used in one or
more Assessments of Case Documents. This part of the model establishes the foundation of a case-based
analysis, that is, older cases help the assessment of new ones. The case-based nature of the tool has
been included in its name, to make this fact clear.

Figure 1: The domain model for the IP case procedures.

In the rest of the model, the Case is associated to at least one Proceedings stage, with a maximum of
four possible stages per Case. Every Proceedings stage is handled by exactly one Institution, and may
have up to one Outcome, that is the decision. Every Outcome may get up to one Appeal. Outcome is
modeled as a generalization, with its specialization classes being Cancelled (referring to the trademark
registration), Rejected (referring to the case), and Partially annulled (also referring to the trademark).
These specializations are all the possible outcomes, and cannot be overlapping.

The domain model has been implemented as the database in MariaDB, allowing the capturing of all
the essential elements for documenting all different types of cases, the information that is relevant to
each case, along with the associations among the information objects. An essential element in CLAIM
is the connection between the domain model and the data extraction. For each object derived from
model concepts, the LLM is instructed to locate and identify the associated concepts and their instances
in the text. The set of objects is stored in the database as an instance of the domain model.

Besides these core relationships, the tool also captures a case’s evolving status before a final decision
is reached. In practice, a case is initially filed, goes through an evaluation phase, and is being processed,
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potentially at different judicial levels; Cancellation division, Court of Appeals, General Court, or the
Court of Justice of the EU, depending on the number of appeals so far. Once a decision is reached, the
case may continue with appeals, up to three times, or be finalized if no appeal occurs. Combining these
dynamic states with the domain model ensures that the complex procedural aspects of IP cases, like a
chain of appeals and multiple possible outcomes are reflected in CLAIM’s data structure.

By capturing both the domain’s concepts and its procedural aspects, CLAIM ensures comprehensive
case documentation, retrieving relevant factors, and tracking legal proceedings over several institutional
levels.

4.2. Processing Phases

CLAIM has two main phases of processing, which are discussed in this section.

4.2.1. Corpus Processing: Information Extraction

Figure 2: Corpus processing in CLAIM.

Fig. 2 shows the corpus procedure, a description of which follows.

1. All documents in the corpus are converted to txt files.
2. The OpenAI API is connected to the Python script. Each file gets analyzed based on the prompt

given in the script.
3. The results from the analysis are inserted into the MariaDB database using the Python script.

In this phase, the factors objects that have been derived from the Domain model are used as a basis for
the extraction of results with semantic consistency, along with the rest of the information that has been
included in the model.

4.2.2. Prompt Processing: Semantic Legal Information Retrieval

Figure 3: Prompt processing in CLAIM.

The prompt procedure is depicted in Fig. 3, and its description follows.

1. A prompt is provided by the user.
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2. The frontend receives the prompt and sends it to the backend-server.
3. The prompt is saved in the backend-server.
4. The backend-server makes an OpenAI API-call with the prompt (and asks for it to translate it

from natural language to SQL).
5. The backend-server receives the SQL query from OpenAI and saves it.
6. The query is sent to the MariaDB database.
7. The backend-server receives the results from the database.
8. The backend-server sends the results with instructions to the OpenAI API.
9. The backend-server receives the output and sends it to the frontend.

10. The frontend displays the output results.
11. The user can see the results as charts in a report.

In order to avoid re-inventing the wheel, we have opted for using the integrated capabilities of
ChatGPT for semantic legal information retrieval. Our current retrieval process uses a mapping
from user queries to SQL statements, which are generated by the LLM. Unlike Retrieval-Augmented
Generation (RAG) [22] where entire documents are used, we rely on the domain factor objects which
have been previously extracted and stored in the database. Essentially, the current version of the tool is
focused on performing content analysis [23], in other words, the final results are usually quantified
data derived from counting frequencies in qualitative data.

4.3. User Interface

The tool’s main User Interface (UI) is shown in Fig. 4. We opted for a minimally designed simple
interface that consists of an input field, along with two default prompts placed right above the input
field. They include suggested questions and/or tasks that aim to drive the user’s interaction with the
tool. For example, a default prompt may be asking about the proceedings stage where cancellations
most commonly occur. Such prompts not only promote the CLAIM tool’s capabilities, but may also
potentially inspire users.

4.4. A Brief Demonstration

For a brief demonstration, we rely on a specific corpus that consists of the EUIPO decisions under Article
59(1)(b) or Article 52(1)(b). The issue concerns IP decisions on cases where trademark cancellations
have been the issue, and in particular, cases that have been filed in bad faith. Bad faith is a term referring
to improper and/or dishonest intents while creating, using, or enforcing IP rights, for example intent to
deceive, or exploit another party’s good will, or even fraudulent representations [24]. The access to the
corpus has been provided to us via EUIPO, upon request.

The case-based nature of CLAIM required the identification of factors for assessing the IP case
decisions. The Factor objects that have been identified and stored in the MariaDB database formed an
extensive list, so we are only providing here a few examples:

• ”Identity or similarity of the signs”
• ”Dishonest intention”
• ”Free-riding on reputation”
• ”Pre-existing relationship abused”

Being semantics-driven, the information retrieval does not rely on the identification of the exact key
phrases, on the contrary, any semantically consistent argument is valid. An example question that
has been posed on the specific corpus, and analyzed using the existing factors is “What percentage
of cancellation actions filed ultimately results in the cancellation of a mark?”. CLAIM identifies the
proceedings stages, according to the Domain model and retrieves the required information and performs
the simple calculation. In this way, it produces and reports the response to the question, being 12.5%, as
shown in Fig. 4.
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Figure 4: An example prompt and response in CLAIM.

5. Discussion

Combining MDD and LLM functionalities has the potential to address practical challenges in the
analysis of legal documents. To our knowledge, there is no approach that combines MDD with LLMs for
legal analysis in the IP domain. In particular, the LLM-driven information extraction in an IP domain
model can be considered as novelty. Despite the fact that CLAIM is an early prototype with a lot of
room for improvements, the combination of AI with conceptual modeling has shown its potentials.
These potentials are maximized when complex domains are concerned, like the legal domain, and
more specifically, the IP law domain. Addressing complexity with conceptual modeling and resource-
intensiveness with AI, provides the means to tackle a challenging issue. We aspire that this study can
motivate additional efforts, not only in the Law, but in any other equally challenging domain.

However, since CLAIM is an early prototype, a series of future iterations of development are expected.
There is a variety of possible steps for future versions of the tool. Initially, a step which is already
planned concerns the refinement of the reported results. Pattern recognition will be used to identify
potential inconsistencies between factors in cases, or between factors and outcomes. In such instances,
we plan to adjust the tool for “flagging” these possibly anomalous results for manual analysis by a human
user. This will minimize the risks of borderline cases being analyzed incorrectly, due to conflicting or
omitted factors. For example, if a legal document includes several factors that would commonly lead to
rejecting a case, yet, the trademark is cancelled, or vice versa, the tool should flag the case for potential
mistakes and ask for a manual check from the user.

Exploring the use of RAG and embedding-based queries is also under consideration. Our current
model-driven factor-based relational schema has been chosen for clarity and ease, since factors are
easier to interpret by our stakeholders. However, we acknowledge the potentials for enhancing text
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retrieval of the above-mentioned approaches.
An additional future step concerns the automatic construction of corpora from specific databases,

according to the users’ expressed requests. For example, applying filters in a database, downloading
files, and grouping them can be a future functionality of the tool.

Finally, a systematic evaluation is expected to follow soon, as a means to capture a structured
list of potential improvements, including their feasibility and priority, so that a solid plan for future
development iterations is elicited. This concerns the quality of the results. From a task improvement
perspective, the stakeholders have already expressed the opinion that the performed task would not be
feasible manually. In other words, CLAIM, even in its current version, is considered a valuable asset.

6. Conclusions

This paper introduced CLAIM, a prototype legal analysis tool that has been developed by combining
MDD and LLM functionalities. The combination of conceptual modeling, in particular, UML domain
modeling with ChatGPT’s semantic analysis capabilities, reduces the required time and effort for inter-
preting complex and extensive legal documents. Even as an early prototype, it has shown great promise
in expanding the sophistication of analysis that is possible using large corpora of legal documents.
Future work aims to refine the anomaly detection features, automate corpus creation, and assess the
results empirically in diverse legal contexts.

Declaration on Generative AI

The authors have not employed any Generative AI tools.
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