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Abstract
Perceived empathy in interactions with computational agents is a significant and emerging topic in Human-
Computer Interaction (HCI). This study offers a comparative analysis of existing instruments for measuring
perceived empathy in computational agents. By evaluating their theoretical foundations, adaptability, and valida-
tion processes, this paper identifies key strengths and limitations of these tools. Through extensive bibliographic
research, we thoroughly reviewed and compared various instruments based on their intended applications and
effectiveness. Furthermore, the study highlights the challenges of adapting traditional empathy metrics to artificial
systems and explores opportunities for developing innovative, context-specific instruments. The findings indicate
that while certain instruments show promise, significant gaps remain, especially in addressing multimodal and
dynamic interactions. These findings support the advancement of empathy measurement approaches, fostering
the design of more effective, trustworthy, and engaging Human-Agent Interactions.
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1. Introduction

In recent years, the presence of computational agents in daily life has significantly increased. AI-based
agents are becoming commonplace in various sectors: in healthcare, they interact with patients, offering
emotional support and aiding medical decisions; in education, they serve as teaching assistants and
monitor students’ progress; and in everyday tasks, agents like Alexa have become ubiquitous [1].

Although these agents are designed to assist and interact with users, the way users perceive these
interactions plays an important role in user satisfaction, trust, and effectiveness [2, 3, 4]. Empathy –
understanding and sharing another person’s emotions – is vital for successful social interactions. For
computational agents, it is essential for users to perceive empathy in order to build trust, promote
engagement, and ensure positive experiences [5, 6].

Despite its recognized importance, research on empathy in interactive systems still needs standardized
and validated measurement instruments that capture the complexity of human empathy and adapt to
the particularities of HCI [7, 8]. This lack of reliable instruments makes it difficult to compare different
systems and develop new ones incorporating this attribute into their features.

Another challenge is that computational agents do not possess the same emotional complexity as
humans. Therefore, measurement instruments must be adjusted to consider the unique characteristics
of these interactions [7, 8, 9].

This paper aims to offer a detailed survey and comparison among existing instruments for measuring
perceived empathy in computational agents. It highlights the challenges of adapting traditional empathy-
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measuring tools to non-human interactions and emphasizes how to address current gaps and explore
future opportunities for expanding this research area.

2. Theoretical background

2.1. Empathy in Human-Agent Interactions

Empathy can be defined as the ability of an individual to connect with and respond to the emotions of
others. This conception is widely accepted across various fields of study, such as psychology, sociology,
and neuroscience, and serves as a foundation for understanding this term in different contexts[10, 11, 12].

However, other definitions and interpretations of empathy exist, especially when considering inter-
actions between humans and computational agents. Adapting this concept to the specific context of
Human-Agent Interactions is necessary. This necessity arises because computational agents, being
artificial systems, cannot experience emotions as humans do [2, 10, 11, 13].

Human empathy is a complex process that involves both affective components (the ability to feel
another person’s emotions) and cognitive components (the ability to understand another person’s
perspective). It is the capacity to put oneself in someone else’s shoes, authentically sharing and
understanding their emotions [11].

In contrast, empathy in Human-Agent Interactions generally focuses on the user’s perception that
the agent understands and responds appropriately to their emotions without necessarily involving a
genuine emotional experience from the agent. The agent can convincingly demonstrate understanding
and emotional responsiveness. In this context, empathy is a simulation designed to enhance the user
experience and make the interaction more natural and satisfying [2, 10, 11, 13, 14].

Computational agents can emulate empathy through different communication modalities, like choos-
ing words and phrases that convey understanding and support (e.g., ”I understand how you feel”),
adjusting intonation and speech rhythm to transmit emotions such as sadness, joy, or concern, or
pausing for an appropriate amount of time before responding to give a sense of attentive listening and
consideration [11].

This empathy simulation raises questions about the authenticity of the agent’s responses and the
risk of creating unrealistic user expectations. Suppose an agent expresses empathy through language,
tone of voice, or facial expressions. In that case, users might interpret these expressions as evidence of
genuine feelings, leading to a distorted understanding of the agent’s capabilities [7, 10].

From a practical standpoint, developers face the challenge of balancing realistic, empathetic responses
with the need to manage user expectations. Agents must recognize and respond appropriately to
users’ emotions while avoiding the creation of the illusion that the agent possesses deep emotional
understanding [2, 7, 15].

To mitigate these challenges, users should be aware that they are interacting with an artificial system
that simulates empathy and not a human capable of experiencing genuine emotions. Educating users
about the limitations of computational empathy can help manage expectations and prevent misunder-
standings [2, 10]. Using simulated empathy by computational agents can lead to unrealistic expectations
from users, especially in sensitive areas like healthcare and psychological support. Transparent com-
munication with users regarding the capabilities and limitations of these technologies is essential to
prevent misunderstandings and foster trust.

Another important point is that empathy evaluation metrics should be adapted to the context of
Human-Agent Interactions, considering the absence of genuine emotional experience [3, 15].

Developing more robust and specific measurement tools for different agents and interactions is
essential for advancing the field. However, standardized and validated instruments for measuring
empathy in Human-Agent Interactions still need to be improved [7, 12].



2.2. Approaches for measuring empathy in Human-Computer Interactions

There is a variety of tools for measuring empathy in human interactions, such as the Hogan Empathy
Scale (HES) [16], the Questionnaire Measure of Emotional Empathy (QMEE) [17], the Interpersonal
Reactivity Index (IRI) [18], the Consultation and Relational Empathy Measure (CARE) [19], the Therapist
Empathy Scale (TES) [20], and the Jefferson Scale of Physician Empathy (JSPE) [21]. Most of these tools
are questionnaires based on statements that allow participants or independent observers to evaluate a
conversation-based interaction subjectively. Although instruments such as the Interpersonal Reactivity
Index (IRI) are widely used in human interactions, their direct application to artificial agents is limited.

Additionally, despite well-established human empathy metrics from psychology, psychiatry, and
neuroscience, directly translating these metrics to the domain of AI is not trivial. It requires careful
adaptations considering the fundamental differences between humans and computational agents [3, 7].

Given the complexity of measuring empathy in interactions between humans and computational
agents, we performed a search for specific instruments tailored for this purpose, either by adapting
existing metrics or proposing new methods. The section 5 presents the criteria we established to
compare these instruments and the results of the search we performed, analyzing and comparing the
various approaches found for evaluating empathy in computational agents.

3. Thematic search for empathy assessment instruments

A thematic bibliographic search was performed to identify instruments to evaluate perceived empathy
in Human-Agent Interactions. Thematic searches allow for the exploration of recurring themes and
research patterns, ensuring the inclusion of diverse perspectives and methodologies relevant to the
field [22].

Themes such as perceived empathy, assessment tools for Human-Agent Interactions, and adaptations
of traditional empathy metrics formed the backbone of the search methodology. These themes were
essential for refining the review’s focus and structuring the evaluation of retrieved studies. Academic
databases, including IEEE Xplore, ACM Digital Library, PubMed, and SpringerLink, were the primary
sources for this search. Including arXiv further ensured that emerging preprints, which capture
innovative approaches and recent trends, were considered.

Keywords were developed in line with the identified themes and combined using Boolean operators to
balance breadth and specificity in the search results. Key search terms included empathy measurement
in AI systems, perceived empathy assessment tools, and adapted empathy scales for computational
agents. The thematic approach prioritized inclusivity, allowing the study to examine tools from diverse
contexts and modalities. Articles and preprints were included based on their relevance, publication
within the last decade, and their focus on instruments tailored for Human-Agent Interaction. Conversely,
studies strictly limited to human-to-human empathy or lacking sufficient methodological detail were
excluded.

The instruments were categorized based on their theoretical foundations, adaptability, dimensional
coverage, evaluation perspective, and application scope. This iterative process allowed emerging
trends to refine the thematic coding further, ensuring a comprehensive review of available tools. By
incorporating both peer-reviewed studies and preprints, the thematic search provided an inclusive and
structured foundation for the comparative analysis presented in the subsequent sections of this study.
The methodology highlighted empathy assessment instruments’ theoretical richness and diversity while
identifying gaps that warrant future exploration.

Building upon the thematic search conducted, this study identified a diverse set of instruments tailored
for evaluating perceived empathy in Human-Agent Interactions. Each instrument was analyzed in detail,
with attention given to its theoretical underpinnings, structure, and applicability to various contexts.
The following section provides a comprehensive description of these instruments, highlighting their
unique features, dimensions, and potential contributions to the assessment of empathy in computational
systems.



4. Tools for measuring empathy

4.1. QEAE-based model to assess empathy in Human-Robot Interactions

Tisseron et al. aimed to explore and validate a model of empathy applied to interactions between humans
and robots, utilizing a Questionnaire of Empathy and Auto-empathy (QEAE) [23]. The main proposal is
to understand how empathy is perceived in interactions with robots and avatars, contributing to the
acceptance and effectiveness of assistive robots, particularly in treatment and rehabilitation contexts.

According to the authors, the QEAEmeasures the different dimensions of empathy during interactions
and can be used in two experimental contexts: a psychological study with a nonclinical population and
an interdisciplinary research initiative focused on the interaction between older adults and humanoid
robots. The expected outcomes of this project included a deeper understanding of the empathetic
relationships humans can develop with robots, which may have significant implications for the design
and implementation of assistive robots. The research sought to validate QEAE and identify which
aspects of interactions and robot characteristics influence human empathetic experience.

The QEAE was developed as an adaptable tool to measure empathy in interactions with robots and
avatars, indicating a metric adaptation for different interaction contexts. By addressing both robots and
avatars, this model provides insights into the nuances of empathy in different types of artificial entities,
making it versatile and comprehensive. This adaptability is crucial, as it allows the instrument to be
applicable in various scenarios involving human-robot or human-avatar interactions.

The QEAE comprises four dimensions: self-empathy, direct empathy, reciprocal empathy, and
intersubjective empathy. Each dimension contains four components – action, emotion, cognition, and
assistance – totaling 16 items. This detailed structure ensures capturing multiple facets of empathy,
providing a robust framework for evaluation.

The QEAE is designed to grasp the user’s perspective, thus allowing a direct assessment of the
emotional and cognitive processes involved in these interactions, enhancing the relevance of the
findings.

The authors do not explicitly specify the scale adopted by the instrument, but note that the QEAE is
still undergoing validation, with experimental studies planned to confirm its effectiveness and relevance
in human-robot interactions. This ongoing validation reinforces the instrument’s scientific credibility
and ensures its reliability across diverse contexts.

The QEAE goes beyond language, encompassing a wider range of empathic components such as
action, emotion, and cognition. This comprehensive approach allows the instrument to capture diverse
aspects of empathy beyond verbal communication alone.

The instrument applies to multimodal interactions, including text, voice, and other nonverbal cues.
This multimodal applicability reflects how humans interact with robots and avatars, comprehensively
evaluating empathy in these contexts.

The authors do not explicitly specify the scale adopted by the instrument, but note that the QEAE
is still undergoing validation, acknowledging some limitations. This ongoing process may limit the
generalization of the results until validation is complete. Furthermore, interactions with robots can
present unique challenges that the model may need to fully address, highlighting areas for future
refinement.

4.2. RoPE (Robot’s Perceived Empathy)

Charrier et al. developed the Robot’s Perceived Empathy (RoPE) Scale to measure human perceptions
of empathy in robot interactions, addressing a gap in robotic empathy research [12]. A key advantage
of the RoPE Scale is its standardization, which avoids directly applying human empathy metrics by
acknowledging differences in emotional capabilities between humans and robots.

The scale adapts human empathy metrics to the context of human-robot interaction, avoiding
formulations that rely on abilities robots lack.

The RoPE comprises two dimensions: Empathic Understanding and Empathic Response, with 18
items distributed in these dimensions and four filler items. This structure enables a comprehensive



evaluation of empathy, capturing both cognitive and emotional components through a Likert-type
questionnaire format. This format is ideal for eliciting nuanced responses and provides a standardized
approach to measuring empathy across studies and contexts.

Experts in cognitive science and robotics have conducted a preliminary validation. This ongoing
validation process is important for establishing the scientific credibility of the scale and ensuring its
effectiveness in various applications. The authors state that there are plans to test the reliability and
validity of the French version of the scale in a future experiment, utilizing a Cozmo robot for filmed
interactions that vary between empathetic and neutral reactions.

In a certain way, the need for further validation to ensure the scale’s reliability and sensitivity
represents a limitation. Additionally, the application of the scale may be influenced by biases related to
the emotional capacities of robots, which must be considered when interpreting the results.

Although the original RoPE scale article does not provide detailed evaluation criteria, Daher et al.
utilized RoPE to measure perceived empathy in interactions with a medical assistance chatbot. Their
results demonstrated the scale’s effectiveness in capturing differences in empathy perception based on
variations in the chatbot’s responses.

The study concluded that RoPE is a valid and valuable tool for assessing human-chatbot interaction,
particularly in healthcare scenarios. It highlighted the scale’s sensitivity to adjustments in chatbot
responses regarding perceived empathy. However, the authors recommended future studies in di-
verse contexts with larger samples to validate these findings and address potential limitations and
generalizability [24].

4.3. Empathy assessment model in autonomous systems

The empathy assessment model proposed by Urakami et al. provides a comprehensive framework for
understanding how users perceive empathic expressions in interactions with autonomous systems.
The model comprises eight dimensions that capture key aspects of empathy, enabling detailed analysis
of user responses: Expressing Own Feelings: the system’s ability to communicate its emotions;
Expressing Knowing What the Other Feels: recognizing and articulating the user’s emotions;
Helping: the system’s willingness to offer assistance; Showing Interest: demonstrating attention
and concern for the user’s needs; Taking the Perspective of the Other: understanding the user’s
situation from their viewpoint; Showing Consideration: acknowledging and respecting the user’s
emotions; Situational Understanding: cognitive empathy, assessing the emotional situation of the
user; and Agreement: aligning with the user’s emotions or opinions.

Empathy is assessed using a survey with 72 items. Although the authors do not specify the number
of items per dimension, the comprehensive structure allows for a detailed evaluation, capturing key
aspects of Human-Computer Interaction.

This tool adapts existing definitions and instruments for measuring empathy, focusing on elements
relevant to interactions with autonomous systems, ensuring its suitability for evaluating empathy in
autonomous dialogues.

The evaluation is conducted from the user’s perspective. In a study by the authors, participants
assessed empathetic expressions of an autonomous system based on their experiences, ensuring the
findings reflect real user interactions.

The model’s validation involved comparing evaluations from four experimenters, resulting in strong
agreement. The results showed that cognitive empathy and assistance dimensions, such as ”Helping”
and ”Showing Interest,” were rated more positively than affective dimensions like ”Expressing Own
Feelings.” This suggests that users value understanding and practical support over emotional expressions
in interactions with autonomous systems.

The questionnaire uses a Likert-type scale, where participants rate statements from 0 to 10, indicating
their degree of agreement. This format captures response intensity and provides a standardized method
for measuring empathy.

The instrument primarily focuses on language, specifically text, as the study was conducted through
an online survey evaluating written statements. There is no mention of non-verbal cues, suggesting a



potential area for expansion to include multimodal communication signals, with the instrument being
designed mainly for textual dialogues.

The internal consistency was confirmed using Cronbach’s alpha, yielding satisfactory values, indicat-
ing reliable and consistent dimensions. Additionally, ANOVA was used to compare evaluations across
dimensions, revealing significant differences in participants’ perceptions.

This model enhances understanding of human-autonomous system interactions and provides a
valuable framework for empathy research in AI. The identified dimensions and assessment methodology
can guide the development of more effective and empathetic systems, potentially improving user
acceptance and effectiveness in real-world applications.

The authors note limitations, such as participants imagining hypothetical scenarios, which may not
reflect real interactions, and the study’s lack of exploration of individual differences in responses to
empathetic expressions.

4.4. Social Service Robot Interaction Trust (SSRIT)

The Social Service Robot Interaction Trust (SSRIT) measures consumers’ trust in interactions with
artificial intelligence social robots in service delivery contexts [26]. Although developed with a focus
on trust, the scale presents dimensions directly related to the perception of empathy. Trust is often
recognized as a facilitating condition for empathy, allowing users to engage more deeply in interac-
tions and attribute positive intentions to the social agent. Thus, the SSRIT indirectly contributes to
understanding how empathy is perceived in Human-Robot Interaction scenarios.

The multidimensional structure of the SSRIT captures key characteristics for analyzing empathy
in computational interactions. The ”propensity to trust” dimension includes factors like familiarity
and self-efficacy, which influence users’ willingness to interpret agent behaviors as empathetic. For
instance, individuals with greater technological familiarity tend to lower cognitive barriers, enhancing
their reception of empathetic behaviors.

The ”trustworthy robot function and design” dimension includes attributes such as anthropomorphism
and performance, crucial for demonstrating empathy, as human-like features and consistent functionality
are key to evaluating simulated emotional responses. Finally, the ”trustworthy service task and context”
dimension considers situational factors like perceived risk and the fit between the robot and the service,
which influence users’ emotional and empathetic receptiveness.

Furthermore, the methodological robustness of the SSRIT, combining formative and reflective indica-
tors, offers a comprehensive perspective that may inform future adaptations or expansions of scales
focused on perceived empathy. In this sense, integrating SSRIT into the scope of this study enables a
deeper theoretical and operational understanding of the relationship between trust and empathy in
human-robot interactions.

4.5. Using existing instruments to measure human empathy

The TEQ’s utilization in its original form, developed for human interactions, underscores a significant
limitation in its application to virtual environments [27].

Kroes et al. explored empathy towards virtual agents, focusing on the influence of personification
stories and individual user characteristics. They used the Toronto Empathy Questionnaire (TEQ), a
Likert scale measuring empathy as a multidimensional construct, emphasizing affective and emotional
components. Participants also completed a post-experiment survey evaluating their emotional reactions
to the virtual agent based on the TEQ components.

The TEQ is an unadapted metric originally designed for human interactions and has not been
specifically modified to assess empathy towards virtual agents. Its use in its original form highlights a
significant limitation for application in virtual environments.

The instrument includes six dimensions: Emotional Contagion (EmCon), Emotional Understanding
(EmUnd), Sensitivity (Sens), Sympathetic Physiological Arousal (SympPhy), Altruism (AltEmp), and
Higher Order Empathic Behavior. Although initially conceptualised for human-to-human interactions,



these dimensions provide a comprehensive framework for assessing various facets of empathy. The
instrument uses a 5-point Likert scale to capture the intensity of participants’ feelings and attitudes
towards the virtual agent.

The study evaluated an immersive virtual reality (VR) environment where participants observed a
virtual agent displaying emotions. This immersive setting is crucial for understanding empathy in a
more lifelike environment, providing insights into Human-Computer Interaction dynamics.

The interaction occurred in a multimodal environment, with participants observing the agent express
emotions in VR. Despite the lack of direct interaction (e.g., dialogue or voice), the setup allowed for
examining empathy in virtual settings.

The study concluded that empathy towards virtual agents is influenced by individual characteristics,
but personification alone may not increase empathy. The authors emphasize the need for considering
individual differences in developing effective Human-Agent Interactions, suggesting more research is
required to adapt empathy measures like the TEQ to computational agent contexts.

The TEQ was used from the user’s perspective, capturing subjective perceptions of empathy based
on their experiences and feelings towards the agent. This user-centric approach is vital for assessing
the effectiveness of virtual agents in evoking empathic responses.

The TEQ incorporates emotional and behavioral components, measuring empathy in a broader
context. However, it may not fully account for non-verbal communication cues, which are key in
face-to-face interactions.

While the TEQ is validated in human interactions, its applicability to virtual agents remains unad-
dressed, presenting a notable gap. Limitations include its original design for human interactions, small
sample size, and potential biases from participants focusing on the agent’s appearance rather than its
emotions.

4.6. Multidimensional framework for empathy in interactive dialogues

Xu and Jiang proposed an empathy assessment framework designed to capture the complexity of
empathy in interactive dialogues, emphasizing its collaborative nature between the speaker and the
listener. The framework consists of two main dimensions: Expressed Empathy and Perceived Empathy
[28].

Expressed Empathy refers to the speaker’s communicative intentions, assessed by identifying speech
acts that convey empathy. Perceived Empathy adapts recent psychological definitions to task-oriented
dialogues, evaluating empathy from the listener’s perspective. This dimension includes four aspects:
Engagement, which measures the listener’s perception of the speaker’s involvement; Understanding,
which assesses how well the listener feels their emotions and situation are understood; Sympathy,
which gauges the listener’s view of the speaker’s empathy and appropriate response; and Usefulness,
which evaluates whether the speaker’s communication addresses the core issues of the conversation.

These interconnected aspects form a comprehensive framework that reflects the multifaceted nature
of empathy in social interactions. Applying this framework to customer service dialogues revealed
significant correlations between perceived empathy and dialogue satisfaction. This approach improves
the understanding of empathy in communication and offers a robust method for automatically evaluating
empathy, contributing to the development of more effective and satisfying dialogue systems.

The instrument adapts existing metrics to measure empathy in dialogues, considering both expressed
intentions and perceived empathy. It is well-suited for analyzing customer service interactions, making
it highly relevant in this context.

The framework was validated using an internal dataset of 2,000 annotated customer service dialogues.
Human evaluators identified 16 expressed communicative intentions and four aspects of perceived
empathy, rating them on a Likert-5 scale. The analysis showed that expressed and perceived empathy
are interconnected, with perceived empathy directly influencing conversation satisfaction.

The study also found that classifiers based on instruction-finetuned language models outperformed
prompting methods and other competitive approaches. These results demonstrate the framework’s



effectiveness inmeasuring empathy in dialogues, supporting its application in real-world communication
contexts.

Perceived empathy was evaluated from the listener’s perspective, while expressed intentions were
assessed from the speaker’s perspective.

While the instrument mainly focuses on linguistic features, it also takes into account the social
dynamics between dialogue participants, recognizing empathy as a collaborative process. The evaluation
is based on text, specifically in customer service dialogues. However, the approach is adaptable to other
modalities, offering a flexible framework for assessing empathy across diverse communication contexts.
This broader view ensures the inclusion of multiple dimensions of empathy, extending beyond verbal
communication.

As limitations, the authors highlight the challenges in measuring empathy due to its implicit nature,
expression styles that may be domain-specific, and the subtle distinction between expressed and
perceived empathy. Additionally, the model’s effectiveness may vary depending on the interaction
context, indicating areas that require further refinement.

4.7. Empathic and emotional design heuristics in healthcare technologies

The empathic and emotional design heuristics developed by Borycki et al. offer a set of guidelines aimed
at improving user-system interactions, particularly within healthcare technologies. These heuristics
were derived from a comprehensive literature review that identified best practices and principles
conducive to creating more positive and emotionally fulfilling user experiences. The development
process involved qualitative analysis of collected data, followed by review and validation by a panel of
experts in health information and human factors, ensuring the heuristics are both evidence-based and
contextually relevant [29].

The heuristics are organized into categories that address critical elements of empathic design, includ-
ing Personalization, Messaging, Engagement, and Usability. For example, personalization is emphasized
as a key factor in enhancing users’ perception of empathy by tailoring the presentation of information to
individual needs. Furthermore, the use of simple communication, along with images and visualizations,
is recommended to boost user engagement and satisfaction. These guidelines inform interface design
and serve as assessment tools for measuring the effectiveness of interactions in terms of empathy and
user involvement.

These heuristics apply to various interaction modalities, such as graphical, textual, and multimodal
interfaces, as well as social robots and virtual assistants. Their versatility allows them to be utilized in
diverse contexts, ranging from healthcare applications to e-learning platforms, where empathy and user
experience play a critical role in successful interactions. While the article does not mention a formal
empirical validation of the heuristics, the development process, based on a literature review and expert
validation, provides a strong foundation for their practical use and effectiveness in promoting empathic
interactions.

The instrument is designed for interactive systems and user interfaces, particularly on health tech-
nologies. While it is not confined to a specific type of system, the instrument is applicable in contexts
that involve user dialogues and interactions, making it suitable for a wide range of applications. This
adaptability is vital for evaluating interfaces that aim to foster more empathic and emotionally engaging
interactions.

From an evaluation standpoint, the instrument is developed from the user’s perspective, concentrating
on how the interactions are perceived and experienced by the end users. Furthermore, external observers
and experts can participate in the evaluation during the validation process, enhancing the analysis and
offering a more comprehensive understanding of the heuristics’ effectiveness.

The instrument’s focus extends beyond language to include a variety of design signals and components,
such as messages, imagery, and engagement, which transcend verbal communication. Although
empirical validation is not explicitly addressed in the document, a panel of experts reviewed and
validated the heuristics, indicating some degree of validation despite the lack of formal empirical
validation in field studies.



While the document does not directly discuss limitations, it is reasonable to assume that there may be
challenges in generalizing the heuristics to different interaction contexts. Further validation in diverse
scenarios could be necessary. Additionally, the effectiveness of the heuristics may depend on the type
of system and the complexity of the interactions, which should be considered when applying them in
future contexts.

4.8. Empathy Scale for Human-Computer Communication (ESHCC)

The Empathy Scale for Human-Computer Communication (ESHCC) [7] represents an adaptation of an
existing metric, the Therapist Empathy Scale (TES), originally developed to measure empathy in human-
human interactions, especially in therapeutic contexts. This adaptation is important for evaluating
empathy in dialogue systems (DSs), such as virtual assistants and chatbots.

The ESHCC (Empathy in Social and Human-Computer Communication) framework considers the
nuanced aspects that define empathy in digital contexts, including: Relevance – the system’s ability to
respond appropriately to the user’s emotions and needs, ensuring the interaction remains meaningful;
Fluency – the naturalness and smoothness of the system’s responses, even if it occasionally sacrifices
emotional expressiveness for the sake of coherence; Emotional Awareness – the system’s capacity
to recognize and appropriately respond to emotions expressed by the user, reflecting its sensitivity
to emotional cues; Interpersonal Connection – the sense of closeness and understanding the user
perceives during the interaction, which is crucial for fostering rapport.

The evaluation is conducted from the perspective of an external observer, which enables an impartial
analysis of the empathy demonstrated by the system throughout the dialogue. For this purpose, the
ESHCC uses a Likert-type scale, where evaluators rate each item on a scale from 1 to 7, providing a
quantitative measure of perceived empathy.

The authors validated the tool through an empirical study involving the application of the instrument
in various interactions with dialogue systems. The results indicated that the ESHCC possesses robust
psychometric properties, including high reliability and convergent validity.

Confirmatory factor analysis revealed that the dimensions of the ESHCC coherently cluster, support-
ing the proposed theoretical structure. According to the authors, this instrument can serve as a valuable
tool for developers and researchers seeking to enhance Human-Computer Interaction, allowing for the
identification of areas for improvement in system responses.

The ESHCC may only partially capture empathy in text-based interactions. It emphasizes language as
the primary means of evaluation, focusing on lexical, textual, and syntactic characteristics rather than
nonverbal or paralinguistic cues that are more relevant in face-to-face interactions. The instrument
applies to both textual interactions and transcripts of voice interactions, although the main emphasis
is on textual communication. This approach allows for a deeper analysis of empathy in technology-
mediated communication contexts, contributing to the understanding of human-machine interaction.

4.9. Perceived Empathy of Technology Scale (PETS)

The Perceived Empathy of Technology Scale (PETS) [9] measures the perceived empathy of interactive
systems, aiming to bridge the gap in evaluating technology empathy. PETS was developed through
a structured process that included expert contributions and user testing, ensuring its relevance to
interactive systems. The instrument consists of 10 items, divided into two primary dimensions: Emo-
tional Responsiveness (PETS-ER) and Understanding and Trust (PETS-UT), each containing five items
that assess different facets of perceived empathy. Data collection is facilitated through a Likert scale,
supporting statistical analysis.

PETS was created using a bottom-up approach, incorporating expert feedback and user testing,
making it highly specific to interactive systems. It applies to technologies that demonstrate empathy,
such as virtual assistants and social robots, across a range of applications. Participants rate the system’s
empathy from their own perspective in various scenarios.



The empirical validation of PETS was conducted through exploratory and confirmatory factor
analyses, ensuring the instrument’s robustness and reliability. The framework considers both language
and the user’s emotional response and understanding, encompassing both affective and cognitive
aspects. PETS is versatile, applicable to text, voice, and multimodal interactions, thus expanding its
applicability to diverse interaction scenarios.

Despite the statistical validation, the authors acknowledge the complexity of empathy in human
interactions and the potential variation in interpreting empathy dimensions across different contexts.

5. Criteria for comparing instruments to measure perceived empathy

We defined specific criteria for the analysis of instruments to measure perceived empathy in interactions
between humans and computational agents based on their theoretical and practical importance. These
criteria establish a comparison among the instruments and provide a foundation for potential researchers
interested in adopting an instrument to select one suitable to their objective.

The first criterion considered is Adaptation of Metric, which checks whether the instrument is
an adaptation from existing metrics. This criterion is essential to understanding the instrument’s
theoretical basis and prior validity since adapted instruments may have a history of use and validation,
contributing to their reliability and applicability.

The second criterion, Type of System Evaluated, identifies the type of computational interactive
system (dialogue, interactive, immersive, robot, or other) the instrument targets. Different systems can
influence the perception of empathy, and understanding these particularities helps to contextualize
interactions and adapt instruments for various technologies.

Dimensions/Components is the third criterion, which evaluates the dimensions and itemsmeasured
by the instrument, such as the number of dimensions and items in each dimension. This criterion ensures
a comprehensive analysis of perceived empathy, understanding which specific aspects of empathy
the scope the instrument addresses. The number of dimensions and items also indicates whether the
instrument applies to specific audiences, such as older adults, who can suffer from cognitive load in
extensive questionnaires.

The fourth criterion is the Point of View adopted for measuring empathy, which can be from the
user, an external observer, or an expert. The point of view can influence the results and interpretation
of the data, providing varied insights into the interaction and perceived empathy.

The Type of Questionnaire used is the fifth criterion, such as the Likert scale. The type of
questionnaire impacts how data is collected and analyzed, with questionnaires structured in well-
known scales facilitating the comparison and interpretation of results.

The sixth criterion, Empirical Validation, verifies whether the instrument underwent empirical
validation, such as factor analysis, reliability (Cronbach’s Alpha or McDonald’s Omega), and conver-
gent/divergent validity. Empirical validation is fundamental to ensure the instrument’s reliability and
scientific robustness.

Limitations is the seventh criterion, identifying possible restrictions in the application method, the
type of system evaluated, or the type of interaction studied. Understanding the instrument’s limitations
is essential to identify areas for improvement and constraints.

The eighth criterion, Focus on Language, analyzes whether the instrument focuses only on language
or considers other cues (such as facial expressions and gestures). This criterion is significant for situations
where only conversational agents with a firm reliance on verbal communication (spoken or written) are
used, such as chatbots using Natural Language Processing.

Lastly, the ninth criterion is Interaction Modalities, which evaluates the modalities used by the
instrument (text, voice, multimodal). Considering interaction modalities helps to understand the
instrument’s flexibility and applicability in different usage contexts, as different modalities can uniquely
affect empathy perception.



6. Comparison of the instruments

The criteria were organized into three thematic groups, as described next, to summarize the comparison
and facilitate the presentation and comparative analysis of the instruments. In addition to the criteria
defined in Section 5, we included ’Publication Year’ as an additional column. This information is relevant
as it allows us to evaluate the timeliness and relevance of the analyzed instruments. In rapidly evolving
fields like Human-Computer Interaction, tools developed more recently tend to align better with the
current capabilities and demands of intelligent systems. Therefore, considering the year of publication
helps identify tools with greater potential to adapt to contemporary needs, promoting more consistent
analyses within the current research landscape.

First, Table 1 presents the general criteria related to the contextual characteristics of the instruments,
such as the type of system evaluated, the supported interaction modalities, the year of publication, and
the potential for adapting pre-existing metrics.

The column ’Adapts an Existing Metric?’ refers to the theoretical origin of the instrument and its
adaptation to technological contexts. ’Interaction Modalities’ indicates whether the instrument covers
textual, voice or multimodal interactions.

Table 1
General Characteristics

Instrument
Publication
Year

Adapts an
Existing
Metric?

Type of System
Interaction
Modalities

Tisseron et al. (QEAE) 2015
Not explicitly
stated by
the authors

Social Robots
Avatars

Multimodal

Charrier et al. (RoPE) 2019

Adapted from
empathy scales
used in cognitive
science

Social Robots Multimodal

Urakami et al. (Empathy
Assessment Model)

2019

Items adapted
from cognitive
empathy
frameworks

Interactive Systems Text

Chi et al. (SSRIT) 2021 No Social Robots Multimodal

Kroes et al. (TEQ) 2022
No (uses TEQ
without
adaptation)

Virtual Reality
Systems

Multimodal

Concannon and Tomalin
(ESHCC)

2023

Adapted from
the Therapist
Empathy Scale
(TES)

Dialogue Systems Text

Borycki et al. (Design
Heuristics)

2024 No Health Systems Multimodal

Schmidmaier et al.
(PETS)

2024 No Interactive Systems Multimodal

Xu and Jiang 2024 Adapts psycho-
logical empathy
definitions

Customer Service
Dialogue Systems

Text

Table 2 includes information on the structure and content of the instruments, including the number



of dimensions and elements, the focus on language or other signals, and the adopted perspective (user,
external observer, or specialist).

Table 2
Structure and Content

Instrument Dimensions/Items Focus on Language Evaluator Point of
View

Tisseron et al. (QEAE) 4 dimensions/ 16 items No User’s Perspective
Charrier et al. (RoPE) 2 dimensions/ 18 items No User’s Perspective
Urakami et al. (Empathy
Assessment Model)

8 dimensions/ 72 items Yes User’s Perspective

Chi et al. (SSRIT) 3 dimensions/ Not stated No User’s Perspective
Kroes et al. 6 dimensions from TEQ No User’s Perspective
Concannon and Tomalin
(ESHCC)

4 dimensions /Not stated Yes External Observer

Borycki et al. (Design
Heuristics)

Not Applicable No User’s Perspective and
Experts

Schmidmaier et al.
(PETS)

2 dimensions/ 10 items No User’s Perspective

Xu and Jiang 2 dimensions/ 16 intents/
4 aspects

Yes Dual Perspective (User
and External)

Finally, Table 3 describes methodological aspects, such as the type of questionnaire used, the empirical
validation processes carried out, and the identified limitations. This division aims to organize the
information clearly and objectively, optimizing understanding and comparison among the instruments.

Table 3
Methodological Characteristics

Instrument Type of Questionnaire Validation Limitations

Tisseron et al. (QEAE) Not specified In process* Limited validation, small
item pool

Charrier et al. (RoPE) Likert Scale Preliminary Limited to robots, needs
broader testing

Urakami et al. (Empathy
Assessment Model)

Likert Scale
Cronbach’s alpha,
ANOVA

Hypothetical scenarios

Chi et al. (SSRIT) Reflective and Formative Empirical validation Indirect empathy focus

Kroes et al. Likert Scale
Human interaction
validation

Not adapted for agents

Concannon and Tomalin
(ESHCC)

Likert Scale
Confirmatory Factor
Analysis

Limited to textual focus

Borycki et al. (Design
Heuristics)

Not applicable Expert review No formal empirical vali-
dation

Schmidmaier et al.
(PETS)

Likert Scale
Exploratory and
Confirmatory Factor
Analysis

Context-specific applica-
bility

Xu and Jiang Likert Scale Empirical validation on
annotated dataset

Domain-specific focus
on dialogues



7. Challenges, limitations, and ethical implications

7.1. Limitations of existing and adapted instruments

While there has been progress in developing and adapting empathymeasurement tools for computational
agents, several limitations remain. Many adapted instruments still carry assumptions from human-to-
human interactions, which may not fully align with the dynamics of human-agent relationships, leading
to potential biases. For example, users’ preconceived notions about technology can influence their
perception of empathy, often resulting in an unrealistic projection of emotional capabilities onto the
agent. Moreover, current AI systems’ limited emotional and cognitive capacities restrict the accuracy of
empathy assessments, as these agents can only simulate emotions rather than experience them. These
challenges complicate the measurement and interpretation of perceived empathy, often compromising
the validity of results across diverse contexts.

7.2. Ethical and social implications

The simulation of empathy by AI systems introduces significant ethical concerns. Is it ethical to create
systems that seem to empathize without genuinely experiencing emotions? While these simulations
may offer potential benefits, they could also mislead users into thinking the agent has a human-like
understanding, leading to unrealistic expectations. This is particularly problematic in sensitive areas
such as healthcare and mental health support, where users might form emotional attachments or depend
on the agent for emotional support. These dynamics call for careful consideration of transparency in
AI system design, ensuring that users are aware of the limitations of AI empathy. Additionally, the
potential for empathetic AI to be misused for manipulative purposes, such as influencing consumer
behavior, highlights the need for ethical guidelines regarding empathy simulation in AI systems.

7.3. Gaps and research opportunities

Empathy instruments reviewed in this study predominantly treat empathy as a static characteristic
evaluated post-interaction. While such approaches provide valuable insights, they often fail to account
for empathy’s dynamic and evolving nature during real-time Human-Agent Interactions.

Despite Tools like the QEAE and RoPE exhibit structured methodologies, their designs focus on
predefined scenarios, limiting their ability to capture moment-to-moment emotional responsiveness,
particularly critical in domains like healthcare or customer service. Real-time assessment would enable
a deeper understanding of how empathy unfolds across different stages of interaction.

Moreover, while generalizability across diverse domains is often discussed, findings from instruments
such as the ESHCC suggest that precision within specific domains holds greater importance than
universal applicability. For instance, healthcare systems may require highly specialized tools to address
the emotional nuances of patient-provider interactions, whereas educational technologies may benefit
from measures tailored to motivational support. Instruments should focus on adaptability within
defined contexts, ensuring their sensitivity to the unique demands of each domain.

Another key opportunity lies in integrating cultural and individual variability into instrument design.
Studies on frameworks like SSRIT demonstrate that users’ familiarity with technology and cultural
backgrounds significantly influence empathy perception. Incorporating such factors into assessment
tools could enhance their inclusivity and relevance, particularly for global applications. Furthermore,
dimensions of empathy, such as emotional expressiveness versus cognitive understanding, may vary in
significance depending on the user’s cultural context, underlining the need for flexible designs that
accommodate diverse interpretations.

Future research can develop instruments capable of dynamically measuring empathy while ensuring
domain-specific precision and cultural adaptability. These advancements will support creating human-
agent systems that are empathetic in design and responsive to themultifaceted nature of user interactions,
contributing to improved trust, satisfaction, and engagement.



8. Conclusion and future work

Empathy is a fundamental element in designing AI systems that are effective, engaging, and capable of
fostering user trust and acceptance. Accurate measurement of empathy plays a pivotal role in creating
more human-like interactions, especially as AI becomes increasingly integrated into sensitive domains
such as healthcare, education, and social assistance. This review is a valuable resource for those seeking
to select appropriate empathy assessment tools for their work.

This paper has examined the landscape of instruments for measuring perceived empathy in Human-
Computer Interactions, addressing their theoretical underpinnings, methodological frameworks, and
practical applications. Through a comparative analysis of existing and adapted tools, we have highlighted
their strengths, domain-specific relevance, and limitations. While comprehensive, this thematic review
acknowledges the potential influence of subjective selection biases, whichmay impact the reproducibility
of its findings. These insights emphasize the need for context-aware empathy measures to better address
the challenges posed by computational agents.

Although this study provides an in-depth comparative analysis of these instruments, further oppor-
tunities exist to advance the field. A promising avenue is the experimental validation of the Perceived
Empathy of Technology Scale (PETS), particularly across diverse interaction modalities such as text,
voice, and multimodal contexts. Testing its effectiveness in varied scenarios and audiences will allow
for a more comprehensive understanding of its reliability and limitations.

Additionally, if the validation reveal significant gaps in PETS’ capacity to measure empathy accurately,
the development of a new assessment instrument may be proposed. This instrument would address
the identified shortcomings, incorporating innovative dimensions or focusing on aspects not currently
captured by existing tools. Such advancements would enhance the precision of empathy evaluation in
computational systems, adapting to increasingly complex interaction contexts. By addressing these gaps,
this work intends to contribute to the development of more empathetic and impactful human-agent
systems, fostering trust, satisfaction, and engagement across various domains.
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