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Abstract 
In paper proposed approach for boost the inclusion and safety of visually impaired people by creating 
method of augmented reality audiostream creation which contains objects and named persons identified 
and classified from a video stream using CNN. Developed method differs from existing ones by two 
advantages: ability to classify named individuals in the video stream for boosting the inclusion of visually 
impaired people; and ability to consider of prioritizes dangerous objects when generating audiostream for 
boosting the safety of visually impaired people. By this, method is contributed to achieving UNDP SDG 
No. 3, No. 10 and No. 11. For research the method effectiveness, test software was developed. Obtained 
the applied comparison results of neural network models YOLOv5n, YOLOv5x, YOLOv8n, YOLOv8x, 
YOLOv11n and YOLOv11x revealed that the YOLOv11x model is better suited for objects identifying and 
classification in environment; obtained sufficient values of macrometrics for 80 objects classes: Accuracy 
74.1%, Precision 73.74%, Recall 65.85%, mAP@0.5 71.34%, and mAP@0.5:0.95 54.85%. Obtained the applied 
results from CNN neural network model macrometrics indicate high-quality classification of named 
persons: Accuracy 97%, Precision 95%, Recall 96%, and F1-score 95%. 
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1. Introduction 

According to the World Health Organization, there are about 2.2 billion people with visual 
impairments in the world, and their number is increasing every year due to population aging and 
insufficient access to health services in developing countries [1]. In Ukraine, there are no official 
data on the number of people with visual impairments, but, according to various estimates, their 
number varies from 70 to 300 thousand people [2]. The situation is complicated by military 
aggression, which leads to an increase in the number of people with eye injuries. People with 
visual impairments face a number of serious problems, especially with regard to orientation in the 
environment. The main problems are difficulties with mobility, insufficient accessibility of the 
urban environment, limitations in the perception of information and difficulties in social 
interaction [3, 4]. One of the main problems is the difficulty in identifying physical obstacles. Due 
to the lack of visual information, people with visual impairments are forced to rely on auditory 
cues, tactile markers, and assistive devices such as canes or guide dogs [5, 6]. 

There are also challenges with the use of current technologies. For example, while mobile 
applications based on artificial intelligence help with navigation, they often have limited 
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functionality or low accuracy [7]. At the same time, the implementation of such solutions in 
everyday life can significantly improve the ability to be autonomous, providing timely information 
about objects and obstacles in real time for people with visual impairments, for example, based on 
portable devices such as GoogleGlass, smart canes, etc. [8, 9]. 

Other problems include psychological barriers [10], such as fear of new routes or public 
transport, and a lack of specialists who can provide quality spatial orientation training. The latter is 
especially relevant in the context of the growing number of people with visual impairments due to 
injuries or diseases [11], and has been complicated by the impact of quarantine restrictions [12, 13] 
and propaganda influence [14, 15], which has given special importance to the issue of inclusion of 
people with visual impairments. Although measures are being taken at the state level to increase 
inclusion for people with visual impairments, in particular, equipping the urban environment with 
tactile elements, ensuring access to education, implementing programs to support employment and 
legal protection, these efforts are still insufficient [16]. The essence of the problem lies in the lack 
of accessibility of information technologies, the lack of modern equipment for the integration of 
people with visual impairments into everyday life, as well as the uneven implementation of 
inclusive solutions in different regions [17].  

The use of such technologies will contribute to increasing inclusion and safety for people with 
visual impairments and creating an environment that takes into account the needs of people with 
disabilities, and the created software will help achieve the UN Sustainable Development Goals 
(SDGs), in particular SDG No. 3 «Promote healthy lives and well-being for all ages», SDG No. 10 
«Reduce inequalities within and among countries» and SDG No. 11 «Ensure accessible, safe, 
sustainable and environmentally sustainable cities and human settlements» [18]. In particular, 
achieving SDG No. 3 through the development of information technologies that enhance the 
mobility and autonomy of people with visual impairments will occur by improving their psycho-
emotional state and physical health [19]. The achievement of SDG No. 10 is justified by the fact 
that the integration of information technologies for people with visual impairments will reduce 
inequalities in access to education, employment and social life [20]. The use of audio prompts and 
automated navigation systems will help ensure safe movement in urban environments to achieve 
SDG No. 11 [21]. 

Research goal is to boost the inclusion and safety of visually impaired people by creating an 
audio stream of objects and named persons identified and classified from a video stream using deep 
convolutional neural networks. 

The main paper contribution is the proposed method of augmented reality audiostream creation 
using CNN, which differs from existing ones in that when classifying objects in a video stream, it is 
able to recognize named persons among them, which contributes to increasing the level of 
inclusion. Also, thanks to the introduced system of listing priority objects by danger, the proposed 
method can be used to increase the safety of people with visual impairments. 

2. Related Works 

The relevance of using information technology to improve inclusion and safety for people with 
visual impairments is undeniable. Some researchers focus on integrating multisensory data, 
combining images, sounds, and information from different sensors, creating a more complete 
picture of the environment [22]. Such systems provide adaptive audio feedback according to the 
users needs and conditions. Other researchers are working on developing deep learning-based 
systems that use computer vision to recognize objects and create their audio descriptions [23]. The 
following is a review of current research on the use of artificial intelligence tools and methods for 
recognizing objects in the environment to ensure inclusion and safety for people with visual 
impairments, as well as identifying named individuals in a video stream.  

A walking assistance system for people with visual impairments using XR glasses for safe 
movement on the street is proposed in the study [24]. The mobile-optimized YOLOv8n model was 
used for implementation, and three specialized models were developed for pedestrian paths, 



transport infrastructure and obstacle recognition, which includes 9 classes in total. The average 
metrics are Precision 87.05%, Recall 80.8%, F1-Score 84%. 

The authors of study [25] developed a mobile application that helps people with visual 
impairments in their daily lives, increasing their autonomy, mobility and independence. The 
authors used YOLOv5 for real-time object detection and Google ML Kit for text-to-speech 
conversion. The YOLOv5 model is able to classify 7 classes of objects with an accuracy of 96%. 

In [26], an assistance system for visually impaired people is described, which combines an 
obstacle detection algorithm with the use of sensors. The proposed system provides distance 
measurement to objects and provides tactile feedback. An additional camera provides contextual 
information about the environment using audio instructions. The system is able to recognize 9 
objects, for which an average Accuracy of 91.7% was obtained. 

A voice application for smartphones was created in [27], which helps blind people in object 
recognition and navigation in the environment. This system integrates text, people and object 
recognition functions, and also uses sensors for obstacle detection, applying the K-nearest neighbor 
algorithm for image processing. 

In paper [28], an automated object identification system for the blind is described, which uses 
RFCN and Mask RCNN models for object detection. The RFCN model showed the best results with 
an average exact match (mAP) of 0.825. The system uses a Raspberry Pi with a connected camera 
and an ultrasonic sensor to determine the distance, and the information is transmitted to the user 
via audio feedback. 

The authors of the article [29] presented an image-to-speech system for the blind, combining 
OpenCV and YOLO to identify objects and create audio descriptions. The system achieves an 
Accuracy of 96.60%, but the work only considers the recognition of a limited number of 
environmental objects. 

In [30] presents a system for real-time object recognition using the YOLO algorithm optimized 
for mobile devices. This system allows blind users to identify objects around them through text-
audio notifications, promoting their autonomy and reducing the need for help from other people or 
special devices. The study [31] aims to develop and evaluate a prototype face recognition system 
for use in the educational process. For implementation, an Android application was created that 
classifies recognized faces. During the research, the authors obtained a face recognition accuracy 
rate of 78.57%. 

In the paper [32], a new approach to face recognition in video surveillance systems for 
university laboratories is proposed, aimed at solving the problems of low resolution and partial 
face overlap. For this purpose, Retinaface-Resnet was reconstructed and combined with Quality-
Adaptive Margin (adaface). Experiments showed an accuracy of 96.12% on the WiderFace set and 
84.36% in real laboratory conditions. 

The authors of the study [33] proposed a new approach to face detection based on deep 
learning, aimed at solving problems related to facial expressions, overlap and lighting changes. The 
optimized ResNet-50 architecture with hyperparameter selection using the Gray Wolf algorithm 
was used. 94% accuracy was achieved on both training and test data. 

A method combining LBPH and CNN for image preprocessing using equalized histograms was 
proposed in the study [34]. LBPH is used to extract and combine histogram values into a single 
vector, which reduces training loss and increases accuracy to 96.5%. 

Analysis of recent studies allows us to conclude that there are unresolved problems on the way 
to increasing the level of inclusion. In particular, the identification of named persons, which can 
promote social communication and a sense of security, has not been implemented. Meanwhile, 
existing solutions do not take into account priorities for identified environmental objects, although 
the found objects in different situations may have diametric priorities. 

In this regard, the study aims to increase the level of inclusion by identifying named persons, 
and makes an attempt to increase the level of safety of people with visual impairments by 
introducing priorities for identified environmental objects. 



3. Method 

Artificial intelligence tools and methods allow us to create systems to support people with special 
needs. One important direction is the creation of an augmented reality audio stream that can 
increase inclusion and safety for people with visual impairments by analyzing the environment 
through a video stream. Figure 1 proposes a general approach to converting input information in 
the form of a video stream and a prioritized list of dangerous objects for people with visual 
impairments into output information in the form of an audio stream. 

In accordance with the presented approach in Figure 1, a diagram of the method of augmented 
reality audiostream creation using CNN is shown in Figure 2. As part of the conducted research, 
the use of YOLO models for identification and classification of objects from the video stream and 
CNN for classification of named individuals is proposed. 

The input data of the method are a video stream, a neural network model for object 
identification, a priority list of dangerous objects for people with visual impairments, a delay in 
voicing objects, as well as a confidence threshold for identifying objects in the video stream and a 
neural network model for classifying named persons. The video stream provides dynamic visual 
information about the environment in which a person with visual impairments is located, and 
neural network models process this video stream to identify and classify objects according to a set 
confidence threshold from which an audio stream is formed, which is relevant for people with 
visual impairments. 

 

Figure 1: Scheme of data conversion for audio stream generation. 

The first stage of the method is the pre-processing of the video stream. Preprocessing for the 
YOLO neural network model [35] includes preparing data for processing, in particular scaling 
frames to a single size that varies depending on the versions, but for most it is 640x640, 
normalizing pixel values to reduce variability and converting images to the appropriate RGB color 
space. After that, the data is converted into tensors compatible with the requirements of the neural 
network model.  

The second stage includes determining the boundaries of objects on the received and pre-
processed in stage 1 frames of the video stream and estimating the probability of their belonging to 
a certain class. YOLO performs classification of objects in the frame by one-stage detection, 
dividing the image into an S×S grid. The grid size depends on the YOLO versions and the detection 



level and can be: 80×80, 40×40, 20×20 cells, where each cell is responsible for predicting bounding 
boxes and class probabilities for objects located within its boundaries. The neural network 
architecture simultaneously calculates the coordinates of the frames, the degree of confidence in 
the presence of the object and its class affiliation, using a forward pass. After that, confidence 
thresholds and the Non-Maximum Suppression algorithm are applied to filter out bounding boxes 
and leave only the most relevant ones. Using the confidence threshold set by the user (from 0.0 to 
1.0), filtering of objects occurs: only those whose probability exceeds this threshold will be selected 
for output to the audio stream in the following stages. If an object is detected in the frame that is 
identified as a person with an additional threshold value above 0.6, an additional determination of 
this person is performed at stage 3. 

 

Figure 2: Scheme of method of augmented reality audiostream creation using CNN. 

In the third stage, the named persons are classified. First, the boundary of the identified person 
in the frame is determined, after which the probability with which this person belongs to a specific 
class is calculated. The class of the named person in the next stage will be announced as "person 
is"+name of person. If the person could not be identified, his name will not be announced in stage 
4, but "unknown person" will be announced instead. Using YOLO to identify named persons is not 
advisable, since this approach is optimized for fast detection of object classes, and not for accurate 
recognition of specific persons. YOLO performs well in identifying people in the frame, but its final 
layers are not designed to extract unique features necessary for identifying and classifying named 
persons. For the identification and classification of named persons, a CNN neural network model is 



used in the study. The steps involved in face identification using a cascade classifier based on Haar 
functions and classification of a named person using it using CNN are shown in Figure 3. 

To classify a person detected in a frame from a video stream, a cascade classifier based on Haar 
functions is used to determine the boundaries of the face [36]. As input parameters, the cascade of 
classifiers receives the coordinates of the bounding box of the person that was classified by YOLO. 
This allows localizing the area containing the persons face, which is necessary for further 
classification of named persons. If the cascade classifier does not determine that there is a face in 
the bounding box of the person (for example, the person in the frame has his back turned, or the 
face is at an angle that does not allow him to be identified), then the classification of named 
persons does not occur, and the class name «person» is provided in the audio output. After 
isolating the area with the face, a CNN is used to identify the person by classifying the resulting 
image. The CNN generates a vector representation of the face and compares it to the named 
persons trained by the classifier to determine the most likely class match. This is done by using a 
softmax function that converts the model's output values into probabilities of belonging to each 
class. The maximum value of the softmax function will correspond to the identified class of the 
named person, which generates audio output indicating the name of the recognized person. 

 

Figure 3: Steps scheme for detecting and identifying of named persons faces. 

The fourth stage involves the formation of an audio stream. The classes of objects from the 
video stream are sorted for voiceover according to the defined priorities of danger for visually 
impaired people, as well as with identified named persons. It is important to note that if several 
objects with the same priority are classified in the frame, they will be voiced in the order in which 
YOLO classifies them. If the user has set a priority for the "person" class, then all persons 
(including named persons) will be voiced according to this priority. If there are several named 
persons in the frame, they will be voiced in the order of their classification. If the priority for the 
"person" class is not set, named persons will be voiced after all objects with a higher priority, in the 
order in which they were classified. The voiceover update frequency is set by the user to prevent 
excessive load on the perception of information. Since this study is experimental in nature, the 
audio stream is updated within a 5-second interval, which can be changed by the user if necessary, 
and the output of classified objects to the application log has no delays. As part of the study, the 



following list of priority objects for visually impaired people was determined: bicycle, car, 
motorcycle, bus, train, truck, traffic_light, stop_sign. The specified list is purely experimental and 
can be changed or supplemented if necessary. 

The initial data of the method are classes of objects with an assessment of the confidence of 
their belonging to the corresponding classes, classes of classified named persons, if they have been 
identified, as well as an audio stream formed on the basis of the priority of dangerous objects for 
visually impaired people, and containing the specified classes of objects and named persons, if such 
are classified. 

Thus, the presented method of augmented reality audiostream creation using CNN can 
contribute to increasing inclusion and safety for people with visual impairments. 

4. Experiment 

To test the presented method, it is necessary to study the existing pre-trained YOLO neural 
network models, as well as to investigate the influence of the batch size and the number of epochs 
when training the CNN model on the accuracy of the classification of named persons by test 
software (Figure 4). 

а)  
b) 

Figure 4: Test software interface: a) object detection and classification;  
b) identification of named persons (author of paper Rostyslav Dydo is identificated). 

In the process of experimental research, test software was created for creating an augmented 
reality audio stream in Python (Figure 4), which allowed testing the proposed method of 
augmented reality audiostream creation using CNN.To implement this software prototype, the 
following Python libraries were used: «tensorflow» [37], «pandas» [38], «PyQt5» [39], «numpy» 
[40], «ultralytics» [41]. All experiments were performed on a computer with following 
configuration: Intel Core i5-11400H processor, 16 GB DDR4 (3200MT/s) RAM and NVIDIA GeForce 
RTX 3050 Laptop graphics processor. 

To study the models, the COCO dataset was used, which contains 330,000 images (of which over 
200,000 are annotated), 80 object classes [42], which was tested for balance and 



representativeness [43]. The results of experiments using developed test software are presented in 
the next section. 

5. Results and Discussion 

To study of object classification at stage 2 of developed method, the YOLOv5n, YOLOv5x, 
YOLOv8n, YOLOv8x, YOLOv11n, and YOLOv11x models were compared, which are pre-trained to 
classify 80 environmental objects, including, for example: car, motorcycle, traffic light, bench, dog, 
backpack, tennis racket, apple, chair, toothbrush, etc. The models were compared using the metrics 
Accuracy, Precision, Recall, etc. [44, 45]. Pre-trained objects can be divided into the following 
categories: people, transport, infrastructure, animals, personal belongings, sports equipment, dishes 
and kitchen items, food, furniture, household appliances, stationery. Figure 5 shows the results of 
the macrometrics Accuracy, Precision, Recall, mAP@0.5, mAP@0.5:0.95 for each of the tested 
YOLO models. 

 

Figure 5: Histogram comparison of YOLO versions macrometrics for object classification. 

The study found that YOLOv11X has the best metrics for classifying objects in a video stream. 
In particular, Accuracy 74.1%, Precision 73.74% and Recall at 65.85% indicate that the model can 
correctly identify objects. The obtained mAP@0.5 indicator (average accuracy at the IoU threshold 
of 0.5) is 71.34%, and mAP@0.5:0.95 has a value of 54.85%. The obtained results of these indicators 
indicate that the model finds objects well even with a small error in positioning. In modern 
computer vision systems aimed at helping people with visual impairments, one of the key 
indicators is the speed of real-time image processing. In particular, the frame rate per second (FPS) 
determines how quickly the model can analyze the environment and provide the user with relevant 
information. High FPS is important for ensuring continuous and accurate object recognition, 
especially in changing environmental conditions. As part of the study, FPS was calculated for the 
YOLOv5x, YOLOv8x, YOLOv11x models, which allows us to assess their suitability for real-time 
application. The models were tested on a video [46] containing scenes with people and cars. The 
results of FPS calculations are presented in Table 1. 

 
 
 



Table 1 
FPS calculation results of YOLOv5x, YOLOv8x, YOLOv11x models 

Model Frames processed Average FPS Total time (sec.) 
YOLOv5x.pt 

750 
143.47 5.23 

YOLOv8x.pt 155.32 4.83 
YOLOv11x.pt 182.66 4.11 

 
The YOLO model test results show a noticeable increase in FPS when moving to newer 

versions. In particular, the YOLOv5x model has the lowest average FPS (143.47), which means a 
longer frame processing time, while YOLOv8x improves this figure to 155.32 FPS, reducing the 
total processing time by 0.4 seconds. The best results are shown by YOLOv11x, which reaches 
182.66 FPS, which is 27% faster than YOLOv5x and almost 18% faster than YOLOv8x. 

The reduction in the total frame processing time from 5.23 seconds (YOLOv5x) to 4.11 seconds 
(YOLOv11x) indicates a significant increase in efficiency, which is critical for real-time object 
recognition, especially for systems aimed at assisting the visually impaired, where even small 
delays can affect safety and usability. 

The FPS indicators given in Table 1 were calculated during the processing of the video stream 
by YOLO models without displaying the image on the screen and without visualizing the 
superimposed bounded boxes. At the same time, for the correct display of the video in the software 
prototype together with the visualization of the superimposed bounded boxes of the detected 
objects, the optimal frame rate of 30 FPS was empirically determined, which can be changed in the 
settings depending on the user's requirements and the computing resources of the system. 

Considering the conducted studies, YOLOv11x is the best of the tested models, providing the 
highest indicators of Accuracy, Precision, Recall, mAP@0.5, mAP@0.5:0.95, FPS and the lowest 
total frame processing time, therefore, the micrometric indicators of the YOLOv11x model were 
further investigated in more detail. Figure 6 shows the micrometric indicators for each class of only 
the priority objects in terms of danger for people with visual impairments, which were listed in 
section 3. 

 
Figure 6: Micrometrics of YOLOv11X model for classes of objects prioritized by danger. 

The evaluation of the YOLOv11X model performance indicates its balanced performance in 
classifying objects of different classes. The Precision value is stable for most classes, approaching 
73.74%, which indicates the overall high ability of the model to correctly classify objects without a 
significant number of false positives. However, the Recall indicator shows significant variability, 
which may indicate the heterogeneous ability of the model to find all objects of certain categories 
in the input images. 

The lowest Recall level is observed for the «bicycle» class (36.06%), which indicates the 
difficulty of model in detecting this type of object due to the peculiarities of their shape, size, or the 



presence of partial overlap with other objects. At the same time, the «train» class (75.13%) shows 
the highest Recall indicator, which indicates a high level of detection of this object in the test set. 

As can be seen from Figure 6, the YOLOv11X neural network model demonstrates above-
average prediction accuracy for each class, but for some classes, such as «bicycle» and «traffic 
light», it demonstrates lower values than for other classes, which is associated with the complexity 
of their detection. However, if we evaluate the model in the context of 80-class classification, the 
calculated indicators are good. 

For the classification of named persons, the CNN neural network model was trained to identify 
19 named persons and a separate class was «other», in which photos of different persons were 
mixed, which were taken in the amount of 50 photos from the dataset [47]. To train the neural 
network model, 50 face frames were taken from the video stream for each person in different 
positions using the software prototype interface. The total number of samples is 1000 images and 
all classes were used equally in the training process. 

The influence of batch size and number of epochs when training the CNN model on the 
accuracy of classification of named persons is given in Table 2. The following macrometric 
indicators were obtained: Accuracy 97%, Precision 95%, Recall 96%, F1-score 95%.  

Micrometrics Accuracy, Precision, Recall, F1-score are given in Table 3. 

Table 2 
Results of the influence of batch size and number of epochs on classification accuracy 

Macrometrics Epochs 
Batch size 

3 5 10 

Validation 
Loss 

16 11% 2% 3% 
32 24% 10% 3% 
64 41% 28% 1% 

Validation 
Accuracy 

16 94% 96% 96% 
32 89% 93% 97% 
64 79% 88% 96% 

Table 3 
CNN micrometric indicators Accuracy, Precision, Recall, F1-score for recognizing named persons 

Class Accuracy Precision     Recall   F1-score    
Person 1 98% 97% 98% 97% 
Person 2 95% 96% 97% 96% 
Person 3 96% 95% 96% 96% 
Person 4 97% 95% 95% 95% 
Person 5 96% 96% 97% 96% 
Person 6 96% 95% 95% 95% 
Person 7 97% 94% 95% 94% 
Person 8 97% 96% 97% 96% 
Person 9 97% 94% 95% 94% 
Person 10 96% 94% 95% 94% 
Person 11 95% 95% 96% 95% 
Person 12 97% 94% 95% 94% 
Person 13 96% 95% 95% 95% 
Person 14 96% 96% 97% 96% 
Person 15 97% 94% 95% 94% 
Person 16 97% 95% 96% 95% 
Person 17 97% 96% 96% 95% 
Person 18 98% 96% 96% 95% 
Person 19 97% 95% 95% 95% 

Other 96% 96% 95% 95% 
 



According to the results presented in Table 3, the optimal values of batch size are 32 and the 
number of epochs is 16, since with these parameters the highest classification accuracy of 97% is 
achieved. 

The results of the CNN neural network model for the classification of named persons 
demonstrate high accuracy. In particular, the micrometrics Accuracy, Precision, Recall and F1-score 
indicate sufficient accuracy and completeness of recognition for each class. The obtained neural 
network model has higher accuracy rates, compared to [32], where the Accuracy rate reaches 
96.12%, as well as compared to [33] with an Accuracy rate of 94% and [34] with an Accuracy rate of 
96.5%. 

The limitations of the used CNN model are that it demonstrates a decrease in the level of 
confidence in the classification of named persons with a significant head rotation, in particular, if 
the face is in a 3/4 angle or in profile. In such cases, the model cannot identify a person due to the 
lack of a sufficient number of recognition features. Also, glasses and masks reduce the 
classification confidence score, but headgear does not affect the classification accuracy. 

Another major limitation is the lack of an algorithm for measuring the distance to objects in the 
frame. Since the model analyzes two-dimensional images, there is a problem with correctly 
identifying objects that are either too close or too far from the camera. Also, due to the distortion 
of the perspective of objects in the frame and the loss of details, such objects may be incorrectly 
classified or even missed. For example, a car that is at a considerable distance may be recognized as 
a different class due to its reduced size and distortion of proportions. An example of incorrect 
classification of a car is shown in Figure 7. This is also especially critical for named persons, since 
the accuracy of their classification directly depends on the quality and size of the face in the frame. 

 

а) 
 

b) 

Figure 7: Classification example of the same object by YOLOv11x model at different distances: a) 
correct; b) incorrect. 

Another limitation is the frame refresh rate and the creation of the current audio stream. The 
delay between frame processing can cause situations where the object has already left the field of 



view, but its sound is still being played. This can create problems for users, since the audio stream 
will not be synchronized with the current situation in the environment. 

The prospect of further research is to study the method in real conditions to ensure the optimal 
delay of the audio stream output. As well as the use of sensors to estimate the distance to objects, 
this will compensate for the scaling problem to avoid false classifications for objects that are too 
close or far from the device camera. 

6. Conclusions 

Method of augmented reality audiostream creation using CNN is proposed, which can increase 
inclusion and safety for people with visual impairments due to additional classification of named 
persons and priority audio output of dangerous objects into the audio stream. 

To identify objects in the video stream, the YOLOv11x neural network model was used, which 
allows in real time by analyzing the video stream received by the camera, to identify and classify 
objects from the environment, both outdoors and indoors. To classify named persons identified by 
the YOLOv11x model, a cascade classifier for face identification and a CNN neural network model 
trained for multi-class classification of named persons were used. 

For applied research of the method proposed in paper, test software was developed and 
comparison of neural network models YOLO5n, YOLOv5x, YOLOv8n, YOLOv8x, YOLOv11n, and 
YOLOv11x was performed. By analyzing the obtained results, namely the macrometrics Precision, 
Recall, mAP@0.5, mAP@0.5:0.95 and FPS, it was determined that the YOLOv11x model is better 
suited for identifying the classification of objects in the environment, as it received higher 
indicators. In particular, the Accuracy value is 74.1%, Precision is 73.74%, which indicates the high 
accuracy of the model in assigning the detected objects to the correct classes. Recall, which is 
65.85%, reflects the ability of the model to find a significant proportion of all objects present, 
although some of them may remain undetected. The mAP@0.5 value, which is 71.34%, indicates the 
overall quality of the model at a relatively low overlap threshold, and mAP@0.5:0.95, which is 
54.85%, demonstrates its accuracy at different overlap thresholds. The calculated FPS of the 
YOLOv5x, YOLOv8x, YOLOv11x models also indicates that YOLOv11x, compared to others, is able 
to process the same number of frames in a shorter period of time. 

The obtained results of macrometrics and micrometrics Accuracy, Precision, Recall and F1-score 
of the CNN neural network model for the task of classification of named persons demonstrate high 
classification accuracy. Macrometrics (Accuracy 97%, Precision 95%, Recall 96%, F1-score 95%) 
indicate a general high accuracy of classification of named persons. Minor variations in the 
indicators for individual classes indicate a minimum number of errors, which does not significantly 
affect the overall accuracy of classification of named persons. 

Proposed method has limitation in that there is no algorithm for measuring the distance to 
objects, which leads to a decrease in the accuracy of their identification and classification, 
especially for distant objects. In addition, limited frame refresh rate can cause delay in the audio 
stream, due to which objects are voiced with delay or after they disappear from the view field. 

Therefore, the method presented in the paper can increase the inclusion and safety of people 
with visual impairments. Developed method differs from existing ones by able to classify named 
individuals in the video stream for boosting the inclusion of visually impaired people; also, method 
prioritizes dangerous objects when generating audiostream for boosting the safety of visually 
impaired people. Considering the above, the method of augmented reality audiostream creation 
using CNN will contribute to achieving UNDP SDG No. 3, No. 10 and No. 11. 

Declaration on Generative AI 

The authors have not employed any Generative AI tools. 
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