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Abstract
Identifying participant profiles based on commenting activity in esports livestream platforms enhances our
understanding of esports audiences and patterns of viewer engagement. Active chat participants represent a core
audience of esports viewers due to their high level of engagement. In this study, we identify participant profiles
based on chat data collected from Twitch livestreams of CS:GO Majors tournaments from 2022 and 2023. Profiling
was conducted based on two types of features: chat activity and message content. We performed clustering to
both sets of features to get insights about the communication patterns of chat participants and the contents
of messages they sent during matches. The results show that livestreaming chat data even on a larger scale
can be harnessed to understand participation in livestream chats from multiple viewpoints. Combining both of
these approaches can give us a comprehensive way of analyzing and forming participant profiles based on chat
participants’ message behavior.
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1. Introduction

Chat is an essential part of esports livestreams in multiple ways. The chat in esports livestreams in
Twitch has been described as a significant part of the esports experience, “a proxy for noise, transmitting
affects compelling continued viewing and consumption“ [1]. Chat participation has been seen as part of
‘audience work’, which is essential for the esports economy via advertising, sponsorship, and various
other revenue channels [2]. In-depth analysis of esports chat discussions is crucial for understanding
audience’s behavior, preferences, and opinions [3, 4]. Analyzing livestream chat messages helps us
to gain a better understanding of what the viewers are interested in, what they dislike, and how they
engage with the content, the stream provider and.

Recently, there has been a growing amount of machine learning research using massive chat data to
discuss the chat cultures in livestream platforms like Twitch [5, 6, 7, 8, 9, 10, 11, 12, 13]. Manually going
through massive amounts of chat data is a resource-heavy process, which has given us an incentive
to focus on research that introduces large-scale datasets and makes primary use of machine learning
solutions in the context of Twitch chats.

The chat data used in this study was collected during two Counter-Strike: Global Offensive Ma-
jor Championships tournaments (CS:GO Majors) in 2022 and 2023, from two different broadcasters,
Pelaajat.com and Yle on Twitch.tv. Using this data, we investigate audience engagement with esports
livestreams by studying the behavior of esports spectators who participate in Twitch chat. To do
this, we construct features in two ways: 1) describing the variation of chat participants’ chat activity
over time and matches, and 2) categorizing chat messages by content types. We refer to the first as
“activity-based” and the second as “content-based”. We use machine learning methods of exploratory
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data analysis, particularly clustering and dimensionality reduction, to discover and analyze distinct
participant profiles within the esports livestream audience based on their commenting behavior. We
also examine whether the same structure of participant profiles is found from both tournaments.

The primary contributions of this work are:

1. We provide a method for forming participant profiles via clustering by identifying and categorizing
features of chat participant activity and the types of content in those chat messages.

2. We propose that the participants’ chat behavior can vary significantly – by forming six different
activity-based participant profiles and 11 different chat content-based participant profiles. We
then demonstrate the variety of these behaviors.

2. Previous research

2.1. Audience engagement in livestreaming

Research on audience engagement in livestreaming is largely focused on audience surveys or ques-
tionnaires [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24], rather than the analysis of massive the chat data
the audience produces. However, computational methods have also been employed to investigate this
phenomenon, offering new ways for understanding the dynamics of audience engagement [25, 26].

Studies on chat activity itself have often focused on small datasets and qualitative methods exclusively.
Having a larger span of adjacent viewers is important in discerning which communicative characteristics
can be found from massive chat data. For example, in [27], Twitch chat datasets consisting of 50-message
segments from livestreams with up to 10,000 concurrent viewers were analyzed by hand. The study
suggested that the unique property of the type of communication found in massive chats could be
described as "crowdspeak". Conversational norms usually found in small-scale interactions dissipate
in a setting of massive chats, making repetitive and shorter speech more prominent to the degree of
the chat appearing to be chaotic and serving no communicative purpose. However, the researchers
found that in large-scale chat setting bricolage, shorthanding and voice-taking help in having more
coherence in the communication. While bricolage refers to having a small set of elements that are
re-used and re-arranged for further communicative use, shorthanding describes the deliberate choice to
fit speech into a smaller frame. Sharing viewpoints and mannerisms in online communities is referred to
as voice-taking. Conveying meaning has been found to be disrupted in massive online group settings in
a similar study [28]. The researchers discovered that communication in massive chats tends to resemble
a cacophony, which is represented by repetitive and information-poor messages, as well as lower per
capita participation.

2.2. Machine learning in livestream chat analysis

Machine learning solutions have been employed in the analysis of Twitch livestream chat data to
mitigate the limitations of time and resources of manual processing when going through massive
amounts of data. This can be seen in studies regarding automatic chat bot detection [5] or identifying
toxic language [9] and spam [10, 11], for instance.

To gain a deeper understanding of the livestream chat dynamics, machine learning has been used to
predict viewer engagement, and also its impact on the popularity of a stream. For example, shallow
artificial neural networks were used in [12] to predict low or high engagement based on gameplay
events in PlayerUnknown’s Battlegrounds livestreams. Their analysis encompasses both chat logs
and game telemetry data, with specific gameplay features (e.g., player health status, in-game choices,
and map location). The results demonstrate the possibility of accurately predicting continuous viewer
engagement based exclusively on key gameplay events. Predicting the viewer count of a Twitch stream
was investigated in [13]. The authors categorized these reactions into textual features, such as n-grams
and sentiment, and non-textual features, including chat frequency and the active time of how long
a viewer engages on the chat. They found that while textual features are important for predicting
popularity when analyzing the entire chat log, non-textual features become more crucial for early
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prediction, within the first 15 minutes of a stream. More recently a novel machine learning based
approach was proposed in [8] for analyzing emotional responses in Spanish video game streams on
Twitch. A unique corpus of Spanish Twitch chat messages was created and manually annotated for
polarity and emotions. The results show that a BERT-based model achieved the highest accuracy in
detecting polarity (78%) and emotions (68%), outperforming other methods.

Clustering has also been used to analyze the differences between first-time visitors and regular
participants in Twitch chats [29]. In the study, it was found that subscribers and regular users were the
most common participants followed by moderators, leaving the new and other participants, like bots,
to be the smallest group of participants. This may tell us that normative communication behavior in
massive chats is maintained by those who have the most experience in interacting in said environments.
Certain behaviors, such as messaging repetitively and outside typical streaming time, mentioning
irrelevant topics and other channels, and having no response in chat interactions clearly stood out
among the human-generated input and were linked to bot-generated content.

In [6], k-means clustering was applied for word vectors to reveal more about the innate qualities
of chat data of 10,000 tokens collected from Twitch. They found that clustering word vector data is
possible but unfolds odd shapes, depending on the chosen word vector method (e.g., skip-gram with
negative sampling; see more in [30]). Features like streamer popularity were found to correlate with the
two clusters found in the study. One cluster was interpreted as having more game-specific terminology
and the other as likely consisting more of general speech and terms used throughout different Twitch
channels.

One method frequently applied to chat data is topic modeling. For example, the Twitter-LDA topic
modeling algorithm was employed in [31] to investigate the message content of chat participants
from two Dota 2 tournament broadcasts from May 2016 and December 2016. The results suggested
that various stages of the broadcast elicit distinct types of communication behavior among viewers
depending on the content types. Active game sessions tended to include shorter and more emotional
expressive messages, whereas during breaks and inactive moments more analytical discussions and
social interactions occurred. Crowd behavior was also investigated in [3] to distinguish more meaningful
and coherent communication among thousands of chat participants that contributed to upholding
“crowdspeak” in chat. The authors utilized structural topic modeling and cross-correlation analysis to
examine topical and temporal patterns of chat participants’ messages during the Dota 2 International
tournament in 2017, investigating their relationship to in-game events. They showed that in-game
events significantly influence communication within large-scale chats, shaping the emergent topical
structure. During inactive periods of game activity, boredom and frustration was expressed through
emotes and recursively replicated “copypasta”. During highly anticipated phases of the in-game events
chat participants often trigger a high volume of short, emotionally charged messages and emotes (e.g.,
“ez”, “PogChamp”). Chat participants also engage in ongoing discussion regarding what is happening
on the screen – examples of this include cheering or supporting teams and players in chat messages.
This behavior occurred with less correlation to in-game event triggers.

In summary, while prior research has applied machine learning to analyze Twitch chat from content
moderation to predicting viewer engagement, the construction of comprehensive participant profiles
integrating activity- and content-based features remains largely unexplored to our best knowledge. Our
study aims to address these gaps, offering a more comprehensive view of engagement patterns and
participant behavior on Twitch.

3. Data

This study used chat data from Twitch.tv to explore audience engagement dynamics. Twitch is a
livestreaming platform owned by Amazon with a focus on games and related activities. Since its launch
in 2011, Twitch has significantly shaped how esports content is consumed and understood. By using
machine learning methods to perform exploratory data analysis, we aim to analyze chat participation
patterns and model distinct participant profiles within the esports livestream audience.

269



Table 1
Statistics of the number of participants, messages and streamed matches for games streamed by both
broadcasters, Yle and Pelaajat.com.

Majors Yle Pelaajat.com
Participants Messages Streamed

matches
Participants Messages Streamed

matches

PGL 2022 6319 87036 42 2734 20884 28
BLAST 2023 3522 32197 36 8366 85327 34
Total 8602 (unique users) 119233 78 10018 (unique users) 106211 62

Our dataset consists of Twitch chat messages collected during the 2022 and 2023 CS:GO Majors
tournaments, titled PGL Major Antwerp 2022 and BLAST.tv Paris Major 2023. Both tournaments
consisted of 70 individual matches played over 12 days. The data were collected from two Finnish
Twitch channels: ’yleeurheilu’ and ’pelaajatcom’. These channels served as the primary Finnish-
language broadcasters for the events. Yleeurheilu is operated by the publicly funded national broadcaster
Yleisradio (abbrev. Yle) and Pelaajat.com is run by the Finnish esports media company Pelaajat.com.
Chat activity across both channels produced over 107,900 messages in 2022 and 117,500 in 2023 (see Table
1). Streaming activity was also distributed due to concurrent matches: Yle was the main broadcaster for
the entirety of the 2022 Majors, including a majority of the games featuring ENCE and "Aleksib", while
Pelaajat.com provided secondary coverage. This pattern was reversed in 2023, with streaming more
evenly distributed and Yle remaining the primary broadcaster for the finals. Importantly, the presence
of Finnish organizations, such as ENCE, or Finnish players, such as "Aleksib", was a significant factor
influencing viewership patterns on both channels. This is noticed in the high viewership observed
during matches featuring these players and teams, regardless of the broadcasting channel.

For clarity, we refer to our datasets with shortened terms YLE for data collected from ’yleeurheilu’ and
PCOM for data collected from ’pelaajatcom’ so that, e.g., YLE22 refers to data collected from yleeurheilu
in 2022, PCOM23 refers to pelaajatcom data collected in 2023 etc.

4. Methods

In this study we form participant profiles by conducting two types of clustering: activity- and content-
based clustering. These two types of clustering are conducted to explore audience engagement based
on two different types of distinct features: 1) features based on chat participant activity, and 2) features
based on uniqueness of the message content produced by chat participants (see summary in Table 2).
Given the differing nature of these features, we applied two different clustering evaluation metrics to
ensure optimal cluster separation and interpretability for each feature type.

4.1. Activity-based clustering

To analyze the activity of chat participants within the tournament, we start by manually separating
timestamps when a match occurs. This lets us distinguish between activity occurring during active
gameplay and activity in the post and pre-match period. To further understand participants’ behavior
during the tournament, we define several features to construct participant profiles based on observable
conversational participant traits. Such traits can be categorized into two distinct aspects by message-
and time related information. These activity features are the following:

• activity_count: The total number of matches the participant has taken part of (chatting during
the matches).

• comment_count_mean: The average number of messages sent by the participant across their
participated matches.
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Table 2
Summary of the methods used for determining cluster size (k), number of features, and type of feature
scaling (if applied) for each clustering type.

Clustering Method for determining k Number of Features Feature Scaling

Activity-based Silhouette 7 QuantileTransformer
Content-based Elbow 4 -

• comment_count_std: The standard deviation of the number of comments the participant made
across matches.

• comment_count_10th_quantile: The value separating the lower 10% of a participant’s matches
in terms of number of comments made from the upper 90%.

• comment_count_90th_quantile: The value separating the lower 90% of a participant’s matches
in terms of number of comments made from the upper 10%.

• timestamp_diff_to_match_start_mean: The average time elapsed in seconds between the
start of a match and the participant’s messages.

• timestamp_diff_to_match_start_std: The standard deviation of time elapsed in seconds be-
tween the start of a match and the participant’s messages.

Pre-examination of the preprocessed data of the activity features showed sensitivity to outliers. Due
to this, we applied the QuantileTransformer from the scikit-learn library [32] to each feature of the
activity data prior to clustering to transform the features into a uniform distribution. Previous studies
have shown it to be effective in reducing the impact of outliers while still maintaining the distribution
of the data. For instance in [33], the authors showed that QuantileTransformer spreads common values
more evenly, minimizing outlier influence without distorting the overall feature scale. This allows
for better scaling balance compared to standard scaling techniques, which can be disproportionately
affected by outliers.

While the transformation in the method is non-linear and it could alter correlation between features,
we still believe that its advantages in handling outliers outweigh this potential drawback in our specific
case. Since our primary goal is to identify meaningful clusters in the presence of outliers. To further jus-
tify this choice, we conducted a comparative analysis using the scikit-learn library, evaluating the impact
of various scaling methods (including no scaling, Normalizer, MinMaxScaler, RobustScaler, Standard-
Scaler, MaxAbsScaler, PowerTransformer) on the clustering results. The evaluation of the clusters was
focused on interpretability, such as cluster separation and compactness, and the QuantileTransformer
yielded the most balanced and interpretable clustering results.

We apply k-means clustering using k-means++ initialization via scikit-learn to the processed dataset
with the activity features to identify potential groups of participants exhibiting similar patterns of
chat engagement behavior. To select the optimal number of clusters for activity-based clustering, we
employ the silhouette method [34]. Finally to visualize the clustering results, we employ t-SNE to
perform dimensionality reduction of the activity data, projecting the participants from the original
high-dimensional feature space into two dimensions [35] where the participants can be visualized as a
scatterplot and the discovered clusters can be depicted with different colors.

4.2. Content-based clustering

As another framework for creating participant profiles with clustering, we use deep learning based
content detection [36] that gives us features based on the uniqueness of message content generated by
chat participants. After describing the deep learning model used to create these features, we explain
how we are forming participant profiles based on the uniqueness features.

Features for the second clustering approach, which is based on the participants’ chat content, are
constructed by quantifying each participant’s total messages as a distribution in terms of uniqueness.
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Before any data processing, we filter out known channel bots, such as Moobot and Nightbot, to focus
the content on authentic participants. We utilize four distinct features:

• unique: messages which stand out as original, informative, and directly relevant to the contents
of the stream;

• non-unique: repetitive content such as emotes, game slang and copypasta;
• essentially non-unique but human-written: Formulaic content based on variations of certain

patterns such as reactions and cheers;
• commands and replies: commands written to a channel bot and the responses of the bot.

For each chat participant, we calculated the share of their messages for each feature (values are in
between 0 and 1). No scaling is applied. We apply k-means clustering also using k-means++ initialization
via scikit-learn to the uniqueness features to identify potential groups of participants exhibiting similar
chat engagement patterns. To select the optimal number of clusters for content-based clustering, we
employ the elbow method [37]. Finally to visualize the clustering results, we employ t-SNE to perform
dimensionality reduction, projecting the participants from the high-dimensional feature space of content
features into two dimensions [35], where we then visualize participants as a scatterplot with clusters
shown as colors of the participants.

5. Results

In this section we compare the results of the two different types of clustering, activity-based (features
based on chat participant activity) and content-based (features based on uniqueness of the message
content produced by chat participants).

5.1. Activity-based clustering

Looking at the number of clusters determined by the silhouette score for the activity-based features, we
get varying values across datasets: YLE22 with six clusters (silhouette score = 0.5529), YLE23 with four
clusters (silhouette score = 0.5631, six clusters score = 0.5506), PCOM22 with four clusters (silhouette
score = 0.6164, six clusters score = 0.5905), and PCOM23 with six clusters (silhouette score = 0.5910).
According to [38], an average silhouette score of 0.5 or higher provides good evidence that the clusters
are clearly distinguishable. For the sake of interpretability and consistency, we decided to define the
number of clusters as six for all datasets (see Figure 1). While the silhouette scores indicated different
optimal sizes for some datasets, all scores were above 0.5 when using six clusters, providing sufficient
evidence of well-separated clusters across the datasets. Defining six clusters allowed us to maintain
a coherent structure for comparing participant profiles. From these clusters, we observe a similar
underlying structure for participant profiles across different datasets, reinforcing the comparability of
the results.

Altogether, we obtain six different participant profiles across the datasets (Table 3). These findings
indicate that participants’ chat behavior can be categorized into six different types. Profiles 5 and 6
describe the “come and go” type of chat participants who only leaves a single footprint during the
whole tournament either earlier (profile 5) or later (profile 6) during an ongoing match. Then there are
more active groups of participants in terms of messaging activity (profiles 1-4). Profile 4 consists of
chat participants who send exactly one message per match they participate in. Profile 3 on the other
hand consists of chat participants who leave at least one message in a match. Profiles 1 and 2 consist of
even more active chat participants who write up to 100 messages per single match. The main difference
between them is that chat participants from profile 1 always participate in at least two matches and
send at least three messages. Chat participants in profile 2 mostly participate in a single match in
the tournament, but when they participate in more than one match (four matches at maximum), they
write the same amount of comments in each match they participate in. Profiles also exhibit distinct
differences in interaction rate which means how many of the participant’s messages are replies to or
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Figure 1: Activity-based clustering visualized with t-SNE and k-means labels for all of the four datasets:
YLE22, YLE23, PCOM22 and PCOM23.

mention other participants. With activity-based clustering, we can differentiate between participants
who have distinct attitudes to chat participation and use different amounts of effort to chat engagement.

5.2. Content-based clustering

We employed k-means clustering to identify distinct groups of participants based on four unique
features within each dataset. In the cluster analysis, the number of clusters was determined using the
elbow method by calculating the within-cluster-sum-of-square (WCSS) values for the uniqueness-based
features, and resulted in values ranging from 8 to 10. The datasets YLE22 and PCOM22 both have 9
clusters, PCOM23 has 10 clusters and YLE23 has 8 clusters (see Figure 2).

In order to further analyze the clusters and form participant groups that span all datasets, we began
by calculating the mean values across all participants for the four unique features for each identified
cluster. We then used cosine similarity with a strong threshold of 0.95 to compare these mean feature
values between clusters across different years and channels, identifying pairs of clusters that exhibit
highly similar characteristics in terms of chat content (see Figure 3). Clusters with high similarity across
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Table 3
Participant profiles by activity-based clustering

Profile Description Size Key Characterics Activity
Level

Interaction
Rate

Minimum
Messages
per Match

Maximum
Messages
per Match

1 Highly active
participants

Large Highest message
volume.
Second highest
number of
participants.

High 49% 3 105

2 Active
participants,
mostly in one
match

Medium Primarily active in
one match.
Some in multiple
with consistent
message counts per
match.
Distinct
kidney-shaped
t-SNE clusters.

Moderate
– High

27% 2 132

3 Active
participants,
comment
count 10th
quantile is 1

Medium Active participants
commenting at least
once in some match.
Average of 3
messages per match.

Moderate 56% 1 26

4 Participants
with matching
activity and
message
counts

Small Number of
comments equals
number of matches
participated in.
Minimum two
matches/comments.

Low 6.9% 2 10

5 Single-
message
participants,
messaging
early on

Largest Produce only one
message, typically
earlier in the match.

Low 6.4% 1 1

6 Single-
message
participants,
messaging
later on

Medium Produce only one
message, typically
later in the match.

Low 6.9% 1 1

datasets are considered potential candidates for forming participant profiles.
Out of all the participant profiles (Table 4), there are six profiles (1-6) that are present in every dataset

(i.e., there is one cluster fitting this profile in each dataset), and two participant profiles (7-8) that are
present in three datasets (i.e., a cluster representing this profile is present in YLE22, YLE23 and PCOM22
datasets, but is missing a cluster from PCOM23 dataset). One participant profile (9) is also present in
two datasets (YLE22 and PCOM22). This leaves out some clusters from the PCOM23 dataset that were
not classified into any of the aforementioned participant profiles. The cluster pcom23_3 was classified
into participant profile 10 and fairly similarly distributed clusters pcom23_0, pcom23_6, and pcom23_8
were grouped together into 11a, 11b and 11c.

Unlike other analyzed datasets, participant profiles involving PCOM23 showed a great deal of variety
among participants by their message content in “commands and replies”. Examining participant profiles
11a, 11b, 11c and participant profile 2, they all exhibit the majority of content focused on ‘commands
and replies’. Together they account for over 48% of all participants in PCOM23. Comparatively, this
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Table 4
Participant profiles of content-based clustering

Profile Description Key Characteristics Activity
Level

Interaction
Rate

Top 25%
Activity
(Msgs/-
Tourna-
ment)

Matches
Partic-
ipated
(Top 25%)

1 We are here
to stay

Unique and essentially
non-unique messages.
(43% and 45% respectively)
Very active in chat and
mentions.

High 52% 18 4

2 Communicating
with the
system

Primarily engage with channel
bots for giveaways.
(98% of messages)
Minimal social interaction.

Low 0.7% 3 1

3 We like to gg
and LUL

Dominated by non-unique
messages,
primarily repetitive content
and emotes.
Limited direct social
interaction.

Low 2.7% 2 2

4 Less unique
members of
the crowd

Primarily contain
essentially non-unique
messages.

Low 20% 1-2 1

5 Unique
members of
the crowd

Primarily contain unique
messages.
Largest group for PCOM22 and
YLE datasets,
but only third largest in
PCOM23.

Low 19% 2 1

6 We keep the
conversation
flowing

Contain both unique and
essentially non-unique
messages.
Most active group in terms of
messages and interactions.

High 60% 20 5

7 Non original
discussants

Contain both non-unique
and essentially non-unique
messages.

Moderate 34% 10 3

8 We like to
LUL but also
keep it
original

Contain both unique
and non-unique messages.

Moderate 35% 12 4

9 Commands
are cool, but
so are chat
contents

Primarily contain commands
and replies,
with a significant portion of
unique messages.
Active only in the 2022 Majors.

Low to
Moder-
ate

20% 5 3

10 Jack of non
giveaways

Contain a mix of non-unique,
non-unique but human-written,
and unique messages.
Only PCOM23-specific.

High 33% 20 6

11(a,b,c) Giveaways
first, content
second

Relies heavily on "commands
and replies,"
with varying secondary content
types (unique, non-unique,
essentially non-unique).
Only PCOM23-specific groups.

Moderate 25%,
8%,
26%

6-8 4-5
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Figure 2: Content-based clustering visualized with t-SNE and k-means labels for all of the four datasets:
YLE22, YLE23, PCOM22 and PCOM23.

pattern is less pronounced in other datasets: 22.7% of participants in PCOM22 (participant profiles 2
and 9), 10.5% of participants in YLE22 (same profiles), and only 5.7% of participants in YLE23 (profile 2).
To understand why this behavior is so different between the channels we are next going to analyze this
content type further.

While clustering may give us an idea about participant profiles appearing in chat data, chat behavior
may also be described with tracking the most active moments in the timeline of the tournament (see
Figure 4).

The distribution of the most active moments, overall and by content types, was visualized by percent-
ages along a timeline of the tournament. This metric signifies the starting point of an 8-second window
containing the highest concentration of activity. Most active moments overall across the channels
generally concentrate towards the end of the timeline for both YLE22 and YLE23, but for PCOM22 and
PCOM23 there is also some peak activity concentrated around the midle of the match. The most active
moments vary between the chat content types. The non-unique messages gravitate greatly towards the
end of the match, which makes sense in the form of the volume of “gg” (short for “good game”) messages
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Figure 3: Correlation matrix for clusters produced with content-based clustering.

when a match ends. The highest activity for unique messages occurs slightly past the midpoint of the
match for every dataset, which could be explained by discussion regarding in-game activity. For the
‘human-written non-unique’ messages no clear trend was found regarding the activity. This could
indicate that these messages are triggered by various events on-screen rather than regular, repetitive
events such as the beginning or ending of a match. Similar observations were noticed in [3]. The
most active moment in ‘commands and replies’ reinforces the previous analysis on the differences of
Pelaajat.com and Yle channels regarding interaction using these types of messages. For both of the YLE
datasets, the chat activity greatly concentrated on the early timeline. This concentration could indicate
that at the start of each match participants use informative commands, for example, in order to get
further information about the ongoing match. For Pelaajat.com we see density throughout the whole
match rather than a single spike at the start like for Yle. This indicates consistent behavior regarding
the use of commands during a match.

The analysis of top commands used across channels provides insight into the distinct priorities of
the participants in different livestreams (see Table 5). On the Pelaajat.com channel, a great number
of commercially oriented commands dominate the stream. Commands like "!grandiosa" (popular
brand of frozen pizza in Finland), "!beefmode" (partnership with a beef jerky brand), and "!gigantti"
(Finnish electronics store) strongly suggest frequent giveaways and sponsor-driven promotions keeping
participants engaged with the channel, especially during the 2023 tournament. In contrast, the chat
participants on the Yle channel, which is lacking the commercial promotional campaigns, are primarily
focused on core game details (as a public broadcast company, YLE does not run commercial advertisement
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Figure 4: KDE plots visualizing the distribution of the most active moments, overall and by content
types, during the tournament.

Table 5
Top 5 messages by commands, which are not bot replies, for each dataset.

2022 # 2023 #

Yle !maps 1050 !casters 325
!casters 868 !maps 191
!kartat 254 !results 31
!ence 110 !bracket 12
!ottelut 104 !caster 11

PCOM !beefmode 414 !grandiosa 7849
!arvonta 166 !beefmode 1635
!maps 150 !gigantti 1089
!BEEFMODE 130 !maps 418
!kysely 81 !dick 394

campaigns). Commands such as "!maps", "!casters", and "!results" are the most common. Participants
demonstrate a clear desire for additional context about the ongoing or upcoming match regarding the
map and teams going against each other, and the commentators that are casting the match. The frequent
use of the Finnish equivalents of these commands such as “!kartat” or “!selostajat” (Finnish for !maps or
!casters) further points to an audience invested in understanding the specifics of the match in question.

Overall, these command usage patterns indicate a difference in audience’s interests and preferences
on these channels.

6. Discussion and conclusions

In this paper, we aspired to use two types of clustering, activity and content-based, to classify the chat
behavior of audiences on livestream platform Twitch for the two consecutive CS:GO Majors 2022 and
2023, focusing on Finnish language channels. The typical commenting behaviors were used to identify
participant profiles. After carefully conducting a pair of clustering and analysis on the participant
profiles they compose, we ended up with six participant profiles using activity-based clustering, and 11
participant profiles using content-based clustering. The disparity in the number of participant profiles
between the two approaches suggests that when using the activity features the participant profiles are
clean-cut (same profiles are visible in different channels and times), but using content features there
is a lot more variety in the commenting behaviour. In content-based clustering, we first used a deep-
learning based approach to classify chat messages into four distinct categories by "uniqueness" using a
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transformer-based chat content detection model to create content-based features for all participants.
This approach made it possible for us to focus on the commenting style of participants, offering a chance
to uncover deeper qualities of user-generated content, and provided insights into engagement patterns
that are generalizable across different contexts.

Another observation in our analysis is that content-based clustering produced more clusters compared
to activity-based clustering. This difference is likely due to the nature of the features used in each
clustering approach. The features in activity-based clustering rely on message- and time related
information, while content-based clustering incorporates features of the uniqueness of a message,
which capture the differences in participants’ communication styles in livestream chats. This leads to a
wider range of participant profiles, reflected in the larger number of clusters.

Based on the t-SNE figures (see Figure 1 and 2), activity-based clustering shows more clearly defined
clusters than content-based clustering, where for each dataset there are around four circle-shaped
clusters lying outside of the other clusters that form a united group in the middle. These circle-shaped
clusters situated mostly on the outside belong to participant profiles that are predominantly presenting
only one content based feature. In activity-based clustering the participants that prefer sending a single
message can be found in the string-like formations. Other clusters in activity-based clustering are
distinctively far away from other clusters. Both types of clustering show us original properties of the
data, complementing each other.

Moreover, we find our approach useful to understand participation in livestream chats from multiple
viewpoints. Activity-based participant profiling gives information about the amount of effort the
participants bring into the chatting, while content-based participant profiling describes the type of
content participants create. Combining both approaches allows forming a comprehensive understanding
of a particular participant’s chat behavior, rather than preferring one type of clustering over another.

Besides differences between the two types of clustering, our analysis also reveals substantial disparities
in the participant profiles between the Yle and Pelaajat.com channels, especially within the PCOM2023
data, based on chat content. Throughout the 2023 tournament Pelaajat.com exhibited four distinct
participant profiles out of which three were only present on this channel, each characterized by a
majority of ‘commands and replies’ within messages, consisting between 50% to 98% of their total
message distribution and accounting for over 48% of all the active participants. These disparities can be
explained by the frequent giveaways and sponsored promotions within the channel. This influence
on participant behavior could also explain why, for instance, the cluster shapes for PCOM23 differ
from other datasets in Figure 1. Therefore it seems that commercial promotions can substantially affect
audience behavior in livestream chats. This information could provide insights for esports organizations
aiming to enhance audience engagement. For example, knowing which clusters tend to respond to
promotional content or giveaways could help businesses tailor their engagement strategies to fit specific
participant profiles, leading to more effective interaction tactics and potentially improving viewer
retention during these events.

Naturally, there are limitations to our work. These limitations include using data from only Finnish
broadcasters. In this paper, we decided to focus mainly on a singular geo-political region, Finland, and
its popular broadcasters, Yle and Pelaajat.com. Our study could be expanded by including livestream
chat data from international broadcasters as well, or to compare the participant profiles created based
on this data and data from international broadcasters.

The participant profiles in our analysis showed mostly ’unique’ message content for the total messages
of both of the tournaments combined across both channels. However, these patterns may not generalize
well to the even more massive livestreams. There may very well be differences, e.g., in the type of
uniqueness that permeates the chats of non-Finnish livestreams. Is there a distinct type of audience in
these smaller national channels that differs from the larger "sports crowd" associated with the main
international streams of the tournaments? Further research is needed to investigate potential differences
in chat participants’ behavior on an international scale based on their message content types.

Another limitation lies in the shortage of methods and features that could have been used. To keep
the scope of our study reasonable, we only focused on the active part of the tournament and left out
metadata that was originally collected from livestream chat data. In future research, the inactivity
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period between games as well as metadata, like information about banned participants’ messages, could
be included to examine chat behavior. The research we presented here could also be expanded by using
several different clustering, or other unsupervised, methods and by making more technical analysis
on the implications each method brings. There can also be some constraints related to the basis of
the unique content detection model, because of the constantly evolving subculture of emotes and the
emergence of new instances of text-based memes. For example, third-party browser based plugins
like 7TV or BetterTTV allows integration of custom emotes into any word. This can add another
layer of complexity to interpret the message, making it difficult to distinguish between the intentional
use of a custom emote or a text-based meme. This poses an ongoing challenge for classification of
these types of messages. Future research could focus on refining the chat content model to enable
more enhanced classification of the proposed content types, as well. Potential examples include the
direct categorization of ‘non-unique’ messages into distinct subcategories, such as ’emotes’, ’gaming
slang’, and ’copypasta’. This fine-grained classification would provide deeper insights into the nature
of communication patterns within chat participants’ messages, especially as livestream subcultures
continue to evolve.

The identification of distinct participant profiles in online livestream chat communities, as demon-
strated in this study of Finnish-language Twitch users in esports streams, opens new areas for under-
standing these dynamic social spaces. By combining both activity-based and content-based clustering,
this research offers a more broad understanding of user engagement. The resulting participant profiles
not only describe audiences based on the volume of their chat activity (e.g., prolific vs. infrequent
chatter) but also based on the nature of their content (e.g., unique contributors vs. repetitive posters).
While we focused more on engagement patterns for broader applicability, future research might build
upon these findings by examining thematic clustering within these chat messages, using approaches
such as topic modeling, to explore specific conversation topics and community dynamics in more depth.
While this methodological approach has only been applied here specifically into the Twitch context, it
still holds promise for a more broad application in the analysis of online communities across different
livestreaming platforms. It could give a different point of view to research made on chat data from
other livestream platforms, like Youtube [39]. Additionally, instead of using an existing framework or
theory for explaining participant behavior or communication styles and basing our profiling research
on a set of assumptions [26] [17], we decided to utilize an unsupervised method (clustering) to bring
out qualities that are not necessarily readily visible to the researcher but exist as a groupable substance.
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