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Abstract
AI systems are increasingly used in predictive policing settings in order to identify areas at higher risk of residential
burglaries or other crimes, and thus support the ground work of field police officers that take preventive measures.
Explaining predictions of AI systems is crucial in this setting to increase confidence of officers in acting upon these
predictions. This paper presents our field study examining a research unit of the German police that develops
and employs predictive policing techniques. We explore the use of a revised version of a previously developed
dialogue-based XAI tool, adapted to allow police analysts to inquire the reasons for a model’s prediction. Based
on semi-structured interviews and ethnographic observations, we analyze user responses on the tool’s utility
and its potential integration into operational workflows. Our preliminary results concern two distinct levels:
individual user interactions and broader organizational communication dynamics.
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1. Introduction

Algorithmic predictive systems have long been used in the field of crime prevention, leading to the
development of predictive policing systems that identify potential criminal activities in order to support
interventions to prevent them. Systems such as PredPol, PRECOBS, SKALA, HunchLab or KrimPro have
been used for years by police departments in the US and Europe and are the object of much attention by
public and private observers [1]. From an ethical perspective, predictive policing represents a sensitive
application domain, as it potentially threatens civil and privacy rights [2], can lead to discrimination
reinforcement [3] and faces challenges related to ensuring legal and moral fairness [4]. In such a
sensitive application domain, there is a particularly urgent need for reliable and effective XAI tools that
enable a diverse group of stakeholders – including practitioners, regulators, and the broader public – to
evaluate and monitor the operation of predictive policing systems to meet their unique explanation
needs, but most importantly also to increase confidence of those who act upon the predictions of such
systems.

While some research has been conducted on understandability within the field of predictive policing [5,
6, 7, 8], there is a lack of evidence for the acceptability and usefulness of XAI. To address this gap and
better understand the needs and requirements of police analysts and officers regarding explainability of
predictions, we carried out a field study with the SKALA team from the Criminological Research Unit of
the State Office for Criminal Investigations of North Rhine-Westphalia. SKALA develops their own ML
models for making predictions about the probability of residential burglaries for individual residential
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quarters. At the beginning of every week, predictions about the probability of residential burglaries for
individual residential quarters are generated by SKALA’s ML model and then shared with regional police
agencies through a mutually accessible platform [9]. Every regional police agency employs designated
analysts that receive these predictions, "evaluate" and eventually forward them to several operative
forces. In the end, the predictions reach frontline officers who are expected to follow their indications,
e.g. by patrolling the risk areas more intensely. At each of these steps of the communication chain,
difficulties in understanding the ML predictions can occur. However, at the current state of the project,
SKALA does not rely on any XAI method to explain their predictions. For this reason, we adapted a
previously developed dialogue-based XAI solution by Mindlin and Cimiano [10] and performed a field
trial with three different police units and four police analysts to understand how they would use the
solution, the main interaction flows as well as observed limitations and problems. As the analysts are
the first members of the police outside of SKALA that come in contact with the ML predictions, SKALA
suggested to test the XAI tool with them and not with patrol officers.

We discuss related work (Section 2), the XAI tool (Section 3.1), the design of our study (Section 3.2)
and present parts of our data and preliminary results (Section 3.3).

2. Related Work

Automated or AI-supported decision making often takes place within organizations [11]. Accordingly,
for many XAI application domains like healthcare, the legal field or finance, the problem of explainability
occurs in reference to AI-systems employed in organizations. Following Miller’s [12] suggestion to
study explanation as a social and communicative practice, several studies discuss how within these
organizations the problem of explainability occurs and is dealt with practically [13, 14, 15]. As for
the case of Predictive Policing, Waardenburg et al. [5] argue that in the case of the Dutch police the
organization coped with difficulties in understanding opaque ML models through a new social role
the authors term "Knowledge Brokers". This role was occupied by intelligence officers who mediated
between data scientists and users. Eventually, these knowledge brokers replaced the ML predictions
with their own. Egbert et al.[6] discuss two German predictive policing applications, differentiated by
their respective degree of opacity, and analyze their consequences on the decision premises of "decision
programs", "communication channels" and "persons" [16].

Studying the problem of explainability in the field is one thing. Another is the implementation of XAI
tools within organizations. Until now, there has been little evidence of the usefulness and acceptability
of XAI in the daily life of the police. The findings of a study using hand-crafted explanations showed
that police officers tended to accept recommendations that align with their intuition, but were unlikely
to change their minds in case of misalignment, even when provided with explanations [7]. Another
study applied an XAI solution based on LIME [17] to explain the results of a text classifier to police
officers [8]. Their results suggest that domain experts preferred natural language explanations over
visualizations and numerical representations. While insightful, this use case represents a relatively
low-stakes scenario focused on document classification rather than high-risk decision-making like risk
area prediction.

To combine the research on the problem of explainability in organizations with research on the use
of XAI tools in predictive policing, we conducted a field study in the German police to observe how
the implementation of an XAI tool might shape the social practices of dealing with the problem of
explainability and how, inversely, those already established social practices might shape the usage of
the XAI tool. The data collection process and preliminary results are described in the following section.

3. Field Study

In order to prepare our field study with the analysts of three different police units, we ran bi-weekly
meetings with SKALA over a period of six months. We obtained informed consent from the analysts, and
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Figure 1: xAI Tool interface used in the field study with key components highlighted by red boxes. Yellow boxes
indicate: (1) selection of the residential area, (2) display of neighborhood information, and (3) chat and questions
to select. The black border indicates the full User Interface. Anonymised information is marked with #.

a formal approval from the state’s Ministry of the Interior.1 Due to the limited number of participants,
we decided against using quantitative measures for this pilot study.

A design choice made in the context of this study was to use a concrete XAI solution that participating
police officers could interact with to avoid obtaining only abstract answers on their requirements and
needs. We hoped that using a specific and concrete tool would elicit discussions around suitability of
current solutions and existing needs would be more specific and tangible. Thus, we used an existing
dialogue-based XAI tool developed by Mindlin and Cimiano [10] that was adapted for the study on the
basis of feedback received by SKALA in the six-month period.2 This led to changes in the user interface
and result presentation; the updated user interface is shown in Fig. 1.

3.1. Predictive Model and Data

Due to compliance constraints, we did not have access to the random forest model used by SKALA.
Instead, we trained a surrogate model using historical data and the original model’s labels. As is common
in practice, the classes of interest (risk and high risk) were rare, with the rarest class comprising less than
1% of the data, resulting in a highly imbalanced dataset. Since the highest-risk category is determined
through post-processing rules and appears infrequently, we merged both risk classes into a single
category. This left us with two final classes: no risk and medium risk.

To address the dataset’s high dimensionality (120 features), we applied univariate feature selection
using an ANOVA F-test to retain the top 10 features. While the selected features vary slightly across
locations, they generally reflect: i) concentration of offenses within specific time-radius windows, ii)
offense count in the same windows, iii) variation in activity patterns over time, and iv) minimal or
average time between offenses in those windows.

The system answers questions about feature importance and influence (LIME [17]), counterfac-
tuals (DICE [18]), minimal sufficient explanations (Anchors [19]), individual feature effects (Ceteris
Paribus [20]), and feature value distributions.

To train the surrogate models, we experimented with oversampling, undersampling, and class
weighting. None of these methods improved F1-scores noticeably. Despite extensive tuning, the models
performed modestly on the minority class. Across regions, we observed a trade-off between precision
and recall: in some cases, the model was more conservative, identifying only a small portion of true

1Two analysts did not consent to be quoted directly.
2The dialogue-based interface is publicly available in the original paper without our modifications. The system uses model
agnostic XAI methods and can be applied to different classification problems or extended to regression problems as well.



risk areas (recall of 0.25) but with higher precision (around 0.63); in others, it captured over half of the
actual cases (recall of 0.51) but at the cost of more false positives (precision of 0.22). Macro-average
F1-scores ranged between 0.6 and 0.66.

These outcomes reflect the difficulty of learning from sparse positive labels and limited signal quality
from the original predictive model’s labels. For the purpose of our research—examining the introduction
of an XAI tool for the first time into the workflow of analysts—this level is acceptable.

3.2. Field Observations and Interviews with Analysts

One of the authors visited three police departments in North-Rhine-Westphalia in Q1 2025 at the
beginning of a week when the analysts receive the predictions of the SKALA system. In total, four
police analysts (named A1 - A4 in the following) participated in the study. In a first session, one of
the authors with expertise in ethnographic studies [21] observed how the police analysts deal with
the predictions of the model. The analysts commented on what they were doing, while the author
would sit next to them, at times asking questions and taking field notes. After the analysts evaluated
the predictions, we conducted semi-structured expert interviews [22]. The following questions were
discussed:

• Could you describe how you process the predictions provided by SKALA?
• When was the last time you encountered difficulties in understanding a prediction?
• We heard from SKALA that they occasionally received requests about the predictions from

individual police agencies. If you have ever asked such questions, could you describe how you
filed these explanation requests?

• How helpful do you think an application that can answer questions about SKALA’S predictions
would be?3

A few weeks later, we conducted a second session in which the analysts used the dialogue-based XAI
solution. The aim of this "technology probe" [23] was to elicit natural responses of the analysts in their
daily working environment. Thus, the analysts were given no instructions other than that they should
interact with the tool in whatever way fits their needs. We provided access to the application via a web
link.

In these interactions, the interviewer first provided some introductory remarks about the interface,
after which the analysts were free to engage with the tool. They started by scrolling through the map,
zooming in and out of it, and selecting (familiar) risk areas. After settling for a specific quarter, the
analysts would proceed by going through the Model Attributes and Further Information section, reading
the informational texts and commenting on the information provided. After this, the analysts started to
engage with the questions and their respective answers from top to bottom and eventually discussed
the tool in general. These interactions lasted about an hour each.

We then conducted semi-structured interviews focusing on the interaction with the tool, using the
following guideline:

• Could you describe your general impression of the tool?
• How does this interaction with the tool differ from asking questions to the SKALA team?
• How did this interaction impact your perception of SKALAs model?
• How can this tool be implemented in your everyday routines?
• How understandable and appropriate were the available questions?
• How understandable and appropriate were the explanations?

The guideline was not strictly followed, deviating whenever the conversational flow required it [24].
We recorded the evaluation of the predictions, the interviews, as well as the tool interaction. The data
is fully transcribed, but not openly available, as we did not get consent to share it beyond the project.

3All interviews concluded by asking the standard question: Is there anything else you would like to mention?



3.3. Presentation of Interview Data

The analysis of the interviews was performed with ATLAS.ti and Microsoft Excel. For the expert
interviews, we applied the conceptual toolbox of sociological system theory, specifically its theory of
organization [16], to reconstruct the explanatory communication between SKALA as explainer and the
analysts of the police agencies as explainees. We focused on how the communication is conditioned by
typical organizational factors like the hierarchical status of the staff, the chosen medium of distribution,
the existing communication channels, and the degree of formality/informality.

As for the follow-up interviews regarding the XAI-tool, the answers of the analysts can be summarized
briefly as follows. In general, the police analysts had a positive impression of the tool, but also some
suggestions for improvement. One positive aspect highlighted is that the tool provides information that
was previously inaccessible (e.g. number of crimes, additional socioeconomic information). In terms of
suggested improvements, the analysts mentioned that they would like to influence the criteria that are
displayed (A4, A3), and would like to receive information about why a certain area was not designated
as a prediction area (A1). Two analysts (A3, A4) mentioned that the design should focus on answering
simple comprehension questions.

The analysts also identified some limitations of the tool. They highlighted that the tool can answer
questions immediately when they arise, but difficulties in understanding still need to be clarified directly
with SKALA (A1, A2, A3). One analyst perceived the tool as simple to use, as answers can be obtained
with one click (A1). This simplicity was challenged, however, by the need to get to know the tool so
that one can understand its explanations (A2). It was also suggested that the tool should include a text
field to send open questions to SKALA.

Regarding the question how the interaction with the tool impacted their perception of SKALA’s
model, two analysts mentioned that the tool enhanced their understanding of the model, revealing in
particular the factors used for prediction. Although the analysts had some issues about understanding
the tool and its usage, they found that the development was going in the right direction (A1, A2). For
one analyst (A4), the tool confirmed the impression that the model used by SKALA is complex and
difficult to explain in simple, non-scientific and lay terms. Another analyst (A3) could not relate their
conceptualization of how SKALA generates predictions to what they learned from the tool.

As for the adequacy of the predefined questions, two analysts (A1, A2) considered the questions about
the most and the least important features, as well as the first attribute-related question as relevant. The
query for which group of features predicts the current result with the greatest certainty was deemed
unintelligible and its usefulness was questioned. One analyst (A4) concurred that the questions might
be relevant to their area of responsibility, highlighting the questions querying feature importance (See
Fig. 1). However, the analyst mentioned that this would only be the case if an answer to the question
would highlight factors that are considered to be relevant for the operational forces of the police (e.g.
the current season) and the statistical aggregates of the model attributes were not considered to be so.
Other respondents mentioned that some potentially relevant questions regarding the time of occurrence
of the offenses (A3) or the offense code (A4) were not supported by the tool and that open questions are
likely to emerge during everyday work (A1, A2).

The explanations were generally regarded as accurate, but also as partially difficult to understand.
This difficulty was attributed to the employed "language". Some answers made reference to the difficulty
of understanding aggregate statistical features, as can be seen in the following excerpt in which A4
describes an ideal explanation:

"A4: Well, if down here it was thrown out (.) the connection to the highway is uninteresting.
Well, if the attributes that are displayed here (.) if I could understand them

A3: Yes (laughing)

I: So, it’s mainly about the attributes?

A4: Yes, exactly. Well, the State Office could probably- ’Yes, okay, I understand, I understand’
but when I- I would have to understand, okay (..) this residential quarter is not important



because people with low purchasing power live there, they can’t afford watches and that’s
why they don’t get burgled. For me that would be (..) well that’s what I could understand."

Lastly, two analysts (A1, A2) mentioned that they would use the tool selectively to either answer
questions they receive or to familiarize themselves more thoroughly with the model. Two analysts (A3,
A4) stressed that the XAI tool could be helpful for newcomers. That the answers vary from week to week
was seen to be an advantage over SKALAs FAQs. For an actual implementation, however, the questions
would have to be formulated differently, and the answers would need to be more comprehensible (A3,
A4).

These follow-up interviews were fully paraphrased, subsequently coded using in-vivo labels (e.g.
’scientific’, ’the Practical’), and eventually compared thematically [22]. Here, two reoccurring themes
emerged: ’scientific language’ and ’relevance’. Both of these themes pointed towards difficulties in
understanding raised by the interaction with the tool itself. Based on these two themes, we searched
our material and selected passages in which either difficulties in understanding the XAI tool arose in
practice, or were described in the interviews. In this way, a total of 58 text passages were identified.
Directly comparing these passages allowed us to conclude that there is a lack of alignment between the
conceptualization of the domain by analysts on the one hand, and the XAI tool and the ML model on the
other. We specifically identified two dimensions of this misalignment: a mismatch of "language" and a
mismatch of relevance structures. First, what the analysts describe as "complicated scientific language",
our preliminary results suggest, point to the difference between the categories the analysts use to
think about the world and the statistical aggregates processed by the model to generate its predictions.
Secondly, the analysts often evaluated the information provided by the XAI tool in terms of relevance
for their work by employing a distinction between questions only of personal interest and questions that
are relevant for their field of tasks. Our preliminary results also suggest that the two mismatches are
interrelated at least insofar, as the ’scientific’ would be attributed to the field of tasks of SKALA. Thus,
labeling something as ’too scientific’ might also imply a demarcation in the field of tasks and therefore
in relevance structures.

By searching for passages of maximum contrast, we identified, for one, that even when the language
barrier was not an issue, some analysts struggled in understanding the counterfactual explanations
of our tool. Further, the use of the tool exposed analysts to the inherent uncertainty involved in the
predictions, which was previously "absorbed" by the model. Here, we refer to the sociological concept
of "uncertainty absorption"[16]. As is typical for organizations, decision-making often requires sub-
decision to be made and, since decisions have to be made under conditions of incomplete information,
persons or units have to assume responsibility for them. This "uncertainty absorption" simplifies the
decision-making of others but it requires that only the decision is forwarded to another unit, not the
incomplete information on which it is based. As argued by Besio et al. [25], ML models in organizations
can take responsibility in this sense of absorbing the uncertainty of a decision. Implementing an
XAI-tool, however, enables the analysts to have access to the features that the model’s predictions are
based on, i.e. to the uncertainty previously absorbed by SKALA.

4. Conclusion

Our field study relied on hands-on sessions with a dialogue-based XAI solution and semi-structured
interviews. While our study is limited by the small number of participants and the prototypical status
of the tested XAI tool, it could nevertheless provide insights at two levels: the relationship of individual
users with the tool and the communication dynamics within the organization.

At the individual level, our preliminary results suggest that analysts struggled with the concepts
of machine learning that they could not map straightforwardly into their own world model, labeling
them as overly “scientific”. Analysts argued that explanations constructing a meaningful narrative with
concepts directly mappable to their own conceptualization would be easier to grasp. These preliminary
results are in accordance with a study of police employees that suggests that explanations are often too
abstract and that usability and usefulness are more valued than interpretability [26].



At the level of the organization, our preliminary results suggest that even if some individual mis-
matches were resolved, organizations would have to cope with issues of unabsorbed uncertainty in their
decision-making processes. This hints at the fact that the introduction of XAI solutions has significant
impacts on organizational processes that need to be revisited.

The validity of these preliminary results depends on the extent to which the surrogate model faithfully
captures the real model. Regarding the difficulty of understanding model attributes, this is the case,
as for non-intuitive counterfactual explanations it may not. We would like to address this distinction
in future work. Additionally, many details of this study are not generalizable as it only involves one
regional police unit. However, we expect that other law enforcement agencies whose algorithmically
supported decision-making process is based on a division of labor will encounter similar questions that
arise out of general aspects of organizations. E.g. in what existing “ecology of explanations” [14] will
the introduction of an XAI tool intervene, and eventually, how does the tool become a part of this larger
ecology?

This study is the result of interdisciplinary cooperation between computer science researchers,
sociologists and the Criminological Research Unit of the State Office for Criminal Investigations of
North Rhine-Westphalia. This unique collaboration enabled the adaptation of an existing XAI tool to the
particular dataset and requirements of SKALA and perform a test of the system ‘in vivo’ and collecting
feedback. We think that such studies are necessary to better understand the ‘reality‘ in which XAI
systems are employed, as this reality check can guide the design and further research of XAI Systems.
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