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Abstract

Experimental evaluation plays a key role in Information Retrieval (IR), and Evaluation-as-a-Service
(EaaS) was proposed as a viable approach for efficiently running experiments without distributing
experimental collections. We now introduce Kubernetes Infrastructure for Managed Evaluation and
Resource Access (KIMERA), a cloud-based platform implemented with Kubernetes that advances EaaS
toward Evaluation-in-the-Cloud (EitC), enabling researchers to develop and run IR systems directly
through a web interface. KIMERA ensures scalability, reproducibility, and fairness across experiments,
and it can integrate easy access to external services such as Large Language Models and Quantum
Computing via APIs. It supports detailed resource tracking for a comprehensive evaluation of effectiveness
and efficiency.
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1. Introduction

For many years, Information Retrieval (IR) systems have been developed and evaluated accord-
ing to the Cranfield paradigm [1, 27, 11], supported by shared tasks hold at venues such as Text
REtrieval Conference (TREC) [12], Conference and Labs of the Evaluation Forum (CLEF) [6],
and NII Testbeds and Community for Information access Research (NTCIR) [28]. In the past,
participants downloaded experimental collections and ran systems locally. More recently,
Evaluation-as-a-Service (EaaS) [13, 15] has emerged, allowing participants to submit container-
ized code for execution on centralized infrastructures, such as TIRA [9, 8]. EaaS offers advantages
in terms of data confidentiality, access to computing resources, and reproducibility [29, 18].
However, EaaS has limitations. Participants must debug locally, often on smaller datasets or
different hardware, requiring an iterative process of uploads and executions. It also assumes
knowledge of containerization and often lacks support for accessing external services, such
as proprietary Large Language Models (LLMs) via Application Program Interfaces (APIs)'+?>%,
without exposing secrets or encountering execution issues due to infrastructure restrictions.
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These limitations became evident during the QuantumCLEF lab [20, 22, 19], which required
using real quantum computers [17, 10], available via APIs, for solving IR and Recommender
Systems (RS) tasks. Participants could not use our quantum resources because API keys cannot
be disclosed. Additionally, the proposed tasks involved the evaluation of both effectiveness and
efficiency, thus requiring accurate resource usage monitoring, which is a feature that is usually
not available in traditional EaaS platforms.

To overcome these challenges, we introduce Kubernetes Infrastructure for Managed Eval-
uation and Resource Access (KIMERA), an open-source infrastructure built with Docker and
Kubernetes to support reproducible, secure, and fair evaluation. KIMERA allows participants to
code and run systems directly from the browser, without local installations or containerization
expertise. Organizers can control resource allocation and track all submissions for enhanced
comparative analysis. While tailored for Quantum Computing (QC), KIMERA can be employed
for other scenarios as well, including LLM-based pipelines, thus shifting from EaaS to a more
flexible Evaluation-in-the-Cloud (EitC) model.

This work is organized as follows. Section 2 details our approach. Section 3 describes the
experimental setup and the results. Section 4 presents conclusions and potential future work.

2. Methodology

The KIMERA infrastructure is designed to provide a scalable, reproducible, and accessible IR
evaluation environment using modern containerization and orchestration technologies. KIMERA
is implemented with Docker and Kubernetes. It grants participants access to computational
resources (e.g., real quantum computers) without requiring them to manage API agreements
or infrastructure setup. Users interact with browser-based workspaces that resemble the
Visual Studio Code Integrated Development Environment (IDE), preconfigured for Python
(with support for other languages via extensions), and can code and run experiments even
from smartphones or tablets. Quotas and executions are monitored through dashboards and
logged for reproducibility and analysis. The system supports both effectiveness and efficiency
evaluation by collecting detailed runtime metrics.

2.1. Infrastructure Components

Figure 1 presents the components and their interconnections. The system features a single
external entry point via nginx [26], which routes HTTP traffic to the appropriate services: the
Web Application or user Workspaces. The Web Application (built following REST principles)
provides dashboards, login, and access to user-specific workspaces, integrated with a PostgreSQL
database for storing submission data and API usage.

Each Workspace offers a browser-based coding environment with persistent storage, access
to shared datasets (e.g., via ir_datasets [16]), and built-in Git support for reproducibility [2, 3].

A dedicated Dispatcher securely appends API keys to participant requests, forwarding them
to external services (e.g., QC, LLMs), while tracking usage and enforcing quotas. All metadata
is stored in a PostgreSQL database, allowing for drawing analysis and statistics based on the
collected data. Internal networking is supported by CoreDNS, and Kubernetes ConfigMaps and
Secrets manage configuration and sensitive data.
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Figure 1: High-level representation of the KIMERA architecture.

2.2. Key Characteristics

Scalability. KIMERA supports deployment on single or multi-node clusters. Kubernetes
allows horizontal scaling (e.g., replicating Dispatcher/WebApp under high load). To ensure fair
efficiency evaluation, all workspace nodes should have identical hardware.

Error-handling. Kubernetes monitors all components, making sure to auto-restart pods when
crashing (e.g., after Out-Of-Memory errors), and redistribute workloads upon node failure,
ensuring high availability.

Resource monitoring. Resource limits are enforced per component. This guarantees fairness,
comparability, and reproducibility of runtime measurements.

Security. The communication with and within KIMERA is secured through the HTTPS protocol;
only necessary APIs are exposed via the nginx component. Workspaces are protected with
passwords, and confidential configuration data (e.g., API keys) is isolated via Kubernetes Secrets.
Accessibility. Unlike traditional EaaS platforms requiring local development, KIMERA allows
browser-based coding and execution of experiments, lowering the barrier for participants
lacking advanced hardware or containerization skills.



3. Results

We demonstrate the applicability of KIMERA through two real-world use cases: the Quantum-
CLEF 2024 and 2025 shared task and tutorials at ECIR 2024 and SIGIR 2024. Additionally, we
highlight the infrastructure’s potential for broader IR evaluation tasks beyond QuantumCLEF.

3.1. QuantumCLEF

KIMERA supported the first and second edition of the QuantumCLEF shared task [21, 23, 24],
which involved a total of 12 teams developing quantum and traditional solutions for IR and
RS tasks. In total, 8059 submissions were processed, with quantum executions taking about 5
minutes and traditional ones over 16 hours. Submission activity peaked near the deadline of
each edition, marking these as high-load periods.

3.2. Quantum Computing Tutorials

KIMERA was also used at ECIR 2024 [4] and SIGIR 2024 [5] to support hands-on quantum
computing tutorials. Since access to quantum hardware typically requires individual API keys
and contracts, KIMERA provided a practical workaround by offering pre-configured, browser-
based workspaces. Participants, many of whom were engaging with quantum resources for
the first time, gained hands-on experience in a shared, accessible environment, demonstrating
KIMERA’s value for education and training.

3.3. Broad Applicability

KIMERA can be extended for broader use. Individual researchers could leverage it for repro-
ducible experiments in pre-configured environments. To support this, we plan to introduce
a component for automatic evaluation, although this will not be available in shared tasks to
prevent overfitting on test sets.

Additionally, as shared tasks increasingly involve LLMs [14, 7], KIMERA can be adapted
to manage quota-based API access to such models with minimal architectural changes. Its
user-friendly design and minimal hardware requirements make it a versatile platform that can
broaden participation and improve the quality and diversity of shared task submissions.

4. Conclusions

This paper presents KIMERA, an infrastructure designed to transition from EaaS to EitC in
IR, providing monitored, quota-based access to API-based computational resources such as
quantum computers and LLMs. Used in the QuantumCLEF shared task, KIMERA enhanced
reproducibility and comparability while lowering the entry barrier. Although originally tailored
for QuantumCLEF, KIMERA can serve as a general-purpose evaluation platform for shared tasks
or individual research. Its support for quota monitoring and user-friendly, browser-accessible
workspaces makes it well-suited for experimental research where resource access is provided
via API keys. In the future, we plan to enhance KIMERA with features for easier shared task
management and automated evaluation.
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