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Abstract
Making healthy recipe choices can be challenging for users, requiring time and knowledge to differentiate among
various options. These choices are often generated by personalized recommender systems that account for
individual preferences. One effective approach to encouraging healthier food choices is to intervene in how
these choices are presented to users. In this paper, we explore the impact of nutritional food labels and evaluate
the effectiveness of a Large Language Model (LLM) in generating high-quality explanations and hashtags to
support users in making healthier food decisions. In an online experiment (N = 240), we designed a knowledge-
based recommender system to generate personalized recipes for each user. Recipes were annotated with one of
four intervention, a Multiple Traffic Light (MTL) nutrition label, LLM-generated explanations, LLM-generated
hashtags, or no label (baseline). Our findings indicate that the interventions significantly enhanced users’ ability
to select healthier recipes. Additionally, we examined how different system components affected the overall user
experience and how these components interacted with one another.
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1. Introduction

People are increasingly relying on online platforms to find recipes. To reduce information overload,
food recommender systems provide assistance through suggesting personalized food options within
those platforms, by analyzing user preferences and ranking items accordingly. However, within the food
domain, such systems may inadvertently promote unhealthy food choices [1, 2], as unhealthy recipes
often receive the highest ratings, the most comments, frequent bookmarks, and the most attention
overall [3]. This raises concerns about their impact on dietary habits and general health. Therefore, it is
important to understand how recommenders can be designed to support various healthy eating goals,
not only in terms of content, but also in terms of how that content is communicated to the end user.

Researchers have focused on addressing the health-related challenges of food recommender systems,
proposing various solutions to mitigate these issues. One approach involves integrating users’ caloric
requirements by generating personalized menu recommendations based on user specific needs [4].
Another direction extends beyond calorie-based recommendations to provide tailored or personalized
dish suggestions, that contain essential nutrients to address specific dietary concerns [5]. For example,
knowledge-based recommender systems have demonstrated effectiveness in improving nutritional
outcomes for elderly males by incorporating multiple user-related factors, such as dietary restrictions,
nutritional needs, ingredient composition, preparation time, cost, and allergies [6].
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Nudges have been hailed as an approach to address health-related challenges in recommender
systems. In doing so, the research focus has shifted from only focusing on algorithmic accuracy to a
more comprehensive study of the recommender system as a whole, where the interface plays a significant
role in determining user decision making [7]. Digital nudging principles have been recognized as an
effective strategy for encouraging healthier choices within food recommendation domain [8]. Nudging
represents a low-cost and easily deployable approach that specifically targets the presentation phase
of recommender systems, such as emphasizing healthier options in decision-making scenarios [8].
Evidence suggests that the integration of nudging within food recommender systems not only increases
the likelihood of users selecting healthier items [9] but also enhances the overall user experience [10],
while simultaneously improving system effectiveness [11]. However, most nudging techniques are still
generated using traditional statistical approaches [8]. While these methods have proven effective, there
is a growing need to incorporate emerging trends and advancements to further optimize their impact
and produce more personalized and dynamic nudges. [12].

There is a lot of potential for AI-based methods in addition to traditional recommender approaches,
particularly with the rise of Large Language Models (LLMs). Recent research has explored different ways
to leverage LLMs for recommendation tasks, which can be broadly categorized into direct generation
and enhanced adaptation approaches. Direct generation methods rely on prompt engineering to elicit
recommendations from LLMs without modifying the underlying model [13]. These approaches take
advantage of the model’s general knowledge and reasoning abilities. Enhanced adaptation methods, on
the other hand, fine-tune smaller, open-source models for specific recommendation tasks. By tailoring
the model to a particular domain, these approaches aim to improve relevance and personalization.
Additionally, a particularly promising aspect of LLM-based recommendation systems is their ability to
provide not only item suggestions but also meaningful, context-aware and personalized explanations for
their recommendations [14, 15]. This capability represents a significant advancement over traditional
recommender systems, offering users both recommendations and the reasoning behind them. For
instance, LLM-generated explanation are highly appreciated by users as they help in the evaluation of
recommended movie items [16]. However, within the food domain, the application of LLM-generated
explanations remains underexplored [17, 18].

While the benefits of digital nudges in promoting healthier choices [7, 19] and the role of LLMs
in enhancing recommender systems have been shown [20], this study investigates the use of LLMs
for generating explanations and hashtag based nudges within a recipe-personalized environment.
Specifically, it addresses the gap between LLM-driven nudges and user evaluation in the context of a
personalized recipe recommender system. In an online user study, we evaluate the effectiveness of three
different nudging (i.e, Multiple Traffic Light (MTL) nutrition label, LLM-generated Explanations, and
LLM-generated Hashtags), strategies applied to a knowledge-based recipe recommender in encouraging
healthier food choices. Furthermore, the study examines the interaction between various system
components and their influence on user experience. We formulated the following research questions:

• RQ1: To what extent can LLM-generated explanations, hashtags, and nutritional food labels serve
as nudges to promote healthy recipe choices within a personalized food recommender system?

• RQ2: How do users evaluate various aspects of recommender interfaces with food nudges, and
how do these aspects relate to each other?

The remainder of this paper is structured as follows: Section 2 reviews related work on food recommender
systems, digital nudges, and LLM-based explanations. Section 3 outlines the methodology, while Section
4 presents the results. Finally, Section 5 discusses the findings and future research directions..

2. Related Work

2.1. Explaining Recommendations

Explanations of recommendations serve as a bridge between complex algorithms and user understand-
ing [17]. Integrating them into a system has shown to improve the overall user experience, such as



by helping the user making better and more informed decisions [21]. In recent years, there has been
growing academic interest in post-hoc explanations [22], which provide users with insight into the
reasoning behind a recommended item. A survey conducted by Zhang et al. [23] demonstrated that
explanations substantially enhance the perceived usefulness of recommender systems. Moreover, in the
context of persuasiveness, Gkika et al. [24] has found that explanations can influence individuals to
change their attitudes or adopt behaviors conducive to improved lifestyles, even when users initially
exhibit a low intention toward the recommended items. This effect is achieved by emphasizing the
benefits of consuming the recommended items within the presented explanations [21].

2.2. Recommendation explanations with LLMs

A Large Language Model (LLM) is an advanced natural language processing model capable of processing,
understanding, and generating human-like text [25]. LLMs have been successfully applied across
diverse domains, including content generation [26], language translation [27], and code completion [28],
contributing to the creation of relevant information based on given tasks. To accomplish these tasks,
such models must be instructed with prompts [29], which are specific text inputs designed to guide the
models in generating the desired outputs in a natural language.

The current research on large language models (LLMs) for recommender systems remains in its
early stages [20, 30]. A survey by Zihuai et al. [18] systematically reviews emerging advanced tech-
niques for enhancing recommender systems using LLMs, including pre-training, fine-tuning, and
prompting. LLMs provide high-quality representations of textual features and extensive coverage of
external knowledge [31]. These capabilities can be leveraged in recommender systems by either inte-
grating LLM embeddings into traditional recommendation algorithms or employing LLMs as standalone
recommender systems [32].

The power of large language models (LLMs) lies in their ability to generate human-like language
with high fluency and contextual understanding [33]. However, the generation of explanations for
recommendations using LLMs remains scarce, as highlighted by Said et al. [33]. Using LLMs for post hoc
explanations for recommender systems leads to more flexible and personalized natural language, that
bring improved user engagement within movie domains [34]. Moreover, LLMs lead to more creative
and coherent explanations, which lead to improved user engagement[16]. Post-hoc LLM-generated
explanations for a movie recommender systems have shown greater user appreciation and effective-
ness compared to traditional item feature-based explanations, positively impacting understandability,
satisfaction, transparency, trust, efficiency, and persuasiveness [16].

A hashtag is a keyword or phrase preceded by a hash sign (#), commonly used on social media
platforms to categorize and identify content related to specific topics [35]. Research highlights hashtags
as essential tools for information discovery and content visibility [36]. While some studies have utilized
keywords to explain recommendations [37], others, such as [38], demonstrate that keyword-based
explanations, like hashtags, can enhance understandability and decision-making in movie recommender
systems. However, to the best of our knowledge, no prior work has investigated the use of LLMs for
generating hashtags as a means of providing recommendation explanations [17, 18].

2.3. Digital Food Nudges

Digital nudges involve techniques applied during the presentation phase of the recommender system
process [8]. These techniques aim to support users in making informed decisions [39]. In food rec-
ommender systems, researchers have leveraged digital food nudges to design systems that promote
healthier food choices and enhance user satisfaction [10, 9]. Nutritional information associated with
recommended items, such as front-of-pack labels like multiple traffic light (MTL) labels and Nutri-Score
labels, has been shown to encourage healthier food choices within personalized recommender sys-
tems [19, 10]. Similarly, associating attractive images with healthy food items and unattractive ones
with unhealthy options has been effective in influencing users toward healthier selections [9].

Generating feature-based explanations (e.g., user or item-base) as food nudges has been demonstrated



Generate {six grammatically correct hashtags | three grammatically correct lines of explanations} to
describe {recipe title}. To generate {the hashtags | explanations} emphasize the ingredients of the dish
and their healthiness, {recipe fsa score} as FSA score, {calories} calories, fat fat, and {protien} protein. The
hashtags should convince a user with a {user BMI level}, an eating goal to {usre eating goal}, {sleep hours}
hours of sleep, {depression level}, and {physical activity} physical activity to {prepare | avoid preparing}
this recipe.

Figure 1: Example of the used prompt template to generate recipe explanations and hashtags for a given user.
The prompt varied based on the study condition (explanation or hashtags) and whether the recipe was healthy
or not.

to positively influence users’ willingness to make more informed and healthier food choices [40].
Moreover, compelling explanations about recommended recipes significantly increase the likelihood of
users selecting healthier options [41]. However, the potential of using large language models (LLMs)
to generate explanations that nudge users toward healthier food choices remains unexplored in the
literature [18].

2.4. Contribution

Digital food nudges have been shown to effectively guide users toward healthier choices within rec-
ommender systems [42, 19]. However, the potential of large language models (LLMs) to enhance
these nudges has remained largely unexplored. Building on the latest advances in recommender sys-
tems [8, 18], this study is the first to investigate how LLMs can generate short textual explanations
and hashtags to nudge users toward healthier recipes. As discussed in our literature review (Section 2),
while we do not introduce a new recommender algorithm, our work demonstrates how integrating
LLM-driven content generation can strengthen the persuasive impact of existing systems. Specifically,
guided by the user-centric evaluation framework of Knijnenburg et al. [43], we make the following
contributions:

• LLM-Based Nudge Generation: We demonstrate, for the first time, how short textual explana-
tions and hashtags produced by LLMs can effectively steer users toward healthier recipe choices
in a personalized recipe recommender.

• User-Centric Impact Assessment: We employ Structural Equation Modeling (SEM) to evaluate
how different system components LLM-driven content, interface design, and personalization,
collectively influence user experience, behavioral intentions, and healthfulness of choices.

All data, system components, prompts, LLM API calls, and analytical methods used in this study are
openly available at [44] to enable transparency and reproducibility.

3. Methodology

3.1. Dataset

We addressed our research questions using a dataset from the popular recipe platform Allrecipes.com.
From a collection of 58,000 recipes, we extracted a stratified sample of 3,000 main dishes representing
diverse food categories, including barbecue, fruits, vegetables, seafood, pasta, meat, and poultry. The
sampling process ensured that all selected recipes had no missing data for relevant attributes, such as
related to health. These attributes included salt, sugar, protein, fat, saturated fat, carbohydrate, fiber,
sodium, magnesium, and serving size.



3.2. System Design and Procedure

Before beginning the experiment, participants were provided with a brief introduction to the study
and were required to provide informed consent. The first phase involved completing questionnaires to
collect personal information (e.g., age, gender, education level) and assess their food knowledge. The
next step, consists of a user profile builder that required the user to fill out a form detailing their food
preferences such as eating goals, sleep time, cooking experience and daily exercises. This information
is then processed by a knowledge-based recommender system previously developed in our previous
work [10]. The system generate personalized recommendations for both healthy and unhealthy recipes.

After the recommender algorithm generates personalized recipes for a given user, a feature extractor
identifies key recipe features and combines them with user features to construct a prompt. The prompt
is input to a large language model (LLM), which generates explanations and hashtags designed to nudge
users toward healthier recipe choices. An example prompt is shown in Figure 1. The LLM is instructed
to produce a single explanation and a set of hashtags tailored to the specific recipe and user. We utilized
GPT-3.5 Turbo, which, as demonstrated in our previous work [45], is a powerful language generation
model trained on rich of knowledge, capable of producing highly coherent, contextually relevant, and
detailed responses [46]. Participants were presented with six recipes, including three healthy ones and
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Figure 2: System design and user flow illustrating all steps to complete the study.

three unhealthy, then they asked to select the recipe they found most appealing and would consider
trying at home. Participants were divided into groups corresponding to different study conditions.

The final phase involved evaluating the user experience using pre-validated questionnaires related
to choice satisfaction, choice difficulty, perceived effort, understandability, and usability [43, 47, 16].
Figure 2 details the user flow and the system architecture of the online experiment.

3.3. Research Design

The recommender interface in this study was subject to 4 between-subjects between subjects conditions:
noLabel, MTL label, LLM-based explanation, and LLM-based hashtags (cf. Figure 3). In each condition,
participants were presented with six recipes, including three healthy options and three unhealthy
ones. In the baseline condition, recipes were unannotated. In the MTL label condition, each recipe
was accompanied by a corresponding Multiple Traffic Light (MTL) label. In the explanation condition,
recipes were supplemented with LLM-generated textual explanations. In the hashtags condition, six
hashtags were associated with each recipe.

3.4. Study Participants

Participants were recruited from the crowdsourcing platform Prolific. Upon successful completion of
the study, each participant received GBP 1.50 as a compensation for an average participation time of
7–10 minutes. Eligibility criteria included a minimum approval rate of 95%, fluency in English, and the
successful completion of at least 30 previous submissions. To determine an appropriate sample size,
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Figure 3: Examples of recipes: with No label (baseline) (A), or annotated with either a Multiple Traffic
Light (MTL) label (B), a LLM-based explanation (C) or LLM-based hashtags (D).

we first approximated the research design by performing an ‘A priori ANOVA: Fixed effects, special,
main effects and interactions’ test in G*Power 3.1.9.7, under 90% power, a medium effect size (𝑓 = 0.25)
and a numerator of 1 (for ANOVAs that used dummy predictor variables). This resulted in a required
sample size of 𝑁 = 171. Since studies with Structural Equation Models (SEMs) have shown better
results with sample sizes greater than 200 when involving multiple latent factors [48], we eventually
recruited 𝑁 = 240 participants. Among them, 34% were between 25 and 35 years old, 60% identified as
female, and 97% had attained at least a high school degree.

3.5. Measures

Table 1
Results of the confirmatory factor analysis. Items were measured on 5-point Likert scales. Cronbach’s
Alpha is denoted by 𝛼, items in gray were omitted from analysis. Usability was analyzed separately for
it was absent in the baseline condition.

Aspect Item Loading

Subjective Food Knowledge

𝐴𝑉 𝐸 = .539
𝛼 = .812

Compared with an average person, I know a lot about healthy eating. .697
I think, I know enough about healthy eating to feel pretty confident
when choosing a recipe.
I know a lot about food to evaluate the healthiness of a recipe. .754
I do not feel very knowledgeable about healthy eating. -.751

Choice Satisfaction
𝐴𝑉 𝐸 = .685
𝛼 = .845

I like the recipe I have chosen. .823
I think I will prepare the recipe I have chosen. .825
The chosen recipe fits my preference. .877
I would recommend the chosen recipe to others.

Understandability
𝐴𝑉 𝐸 = .526
𝛼 = .718

It was easy to understand the contents of a recipe.
I could easily understand why recommended recipes fitted my prefer-
ences.

.589

I understood the healthiness of each recipe. .825

Usability
𝛼 = .718

The {explanations | labels | hashtags} helped me to understand the
healthiness of each recipe.
The {explanations | labels | hashtags} helped me to choose a recipe.



3.5.1. Recipe healthiness

To assess the healthiness of the recipes in our dataset, we relied on the well-established and pre-validated
FSA score, introduced by the British Food Agency [49, 50]. The metric evaluates the healthiness of
each recipe based on four macronutrients: sugar, fat, saturated fat, and salt. The score ranges from 4,
indicating the healthiest recipes, to 12, representing the least healthy. Details of the FSA computation
method can be found in [9]. To distinguish between healthier and less healthy recipes within our
recommendation set, we applied a healthiness threshold to partition the dataset into two groups:
healthy and unhealthy. This approach allowed us to generate recommendations from both subsets,
ensuring a balanced presentation. Each user received a personalized selection of six recipes, comprising
three from the healthy set and three from the unhealthy set.

3.5.2. User evaluation metrics

To evaluate the users’ nutritional knowledge levels, we employed the Subjective Food Knowledge (SFD)
questionnaire, which was validated in prior studies [51, 52]. The SFD questionnaire comprised 4 items,
that are rated on a five-point Likert scale.

To measure the user experience of participants, we based our analysis on the user-centric evaluation
framework for recommender systems [43]. This framework facilitated the assessment of multiple
metrics to evaluate user experience through pre-validated questionnaires across several domains of
recommender systems. The framework includes measures such as choice satisfaction [53, 54], which
assesses how satisfied users are with the overall experience and the quality of recommendations, choice
difficulty [54], which evaluates the process of interacting with the system and making final decisions,
and perceived effort [55], which measures the overall effort expended by users during their interaction
with the system.

Additionally, we adopted validated metrics from the explainability literature on recommender systems
to assess the system’s understandability [22, 24, 16]. Finally, participants were asked to evaluate the
experienced usability [56] of each nudging intervention (i.e., labels, explanations, and hashtags). Since
the baseline condition was excluded, a separate analysis was conducted using Cronbach’s alpha to
assess the internal consistency of the usability questionnaire items.

To assess the validity of each questionnaire and the selected measures, we performed confirmatory
factor analysis. Surprisingly, the perceived effort and choice difficulty questionnaires were excluded
from the analysis as they did not meet internal consistency guidelines (𝛼 > .70) or convergence validity
criteria based on the average variance explained (𝐴𝑉 𝐸 > .50). All other aspects, however, met the
necessary standards. Table 1 describes the factor loadings and Cronbach’s Alpha (𝛼), showing that
items with low loadings (indicated in grey) were excluded from the analysis.

3.6. Ethical Statement

This research adhered to the ethical guidelines of the University of Bergen and Norway’s regulations for
scientific research. The study was judged to meet the ethical standards of the university and therefore
did not require a more extensive review, as it contained no misleading information, stressful tasks, or
content that would likely provoke extreme emotions. All collected data were collected and processed
anonymously to ensure participant confidentiality and privacy.

4. Results

We addressed both research questions by performing a Structural Equation Model (SEM) analysis.
We examined the influence of different LLM-based interface nudges on recipe healthiness (RQ1) and
user evaluation (RQ2) by constructing a path model, analyzing how different observed and evaluative
system aspects related to each other, following the user evaluation framework by Knijnenburg and
Willemsen [43]. Changes in objective system aspects (i.e., No Label, MTL label, LLM explanations, LLM
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hashtags) were related to an observed factor (i.e. healthiness of the chosen recipe) and user experience
factors: based on perception (i.e., understandability) and experience (i.e., choice satisfaction). In addition,
we also examined the role of personal characteristics (i.e., subjective food knowledge).

In line with [43], we first specified a fully saturated model, from objective to experience aspects.
Non-significant paths were then pruned, while modification indices were used for model optimization.
The results of the final model are presented in Figure 4, which had a near optimal fit: 𝜒2(43), 𝑝 < .05,
𝐶𝐹𝐼 = .991, 𝑇𝐿𝐼 = .987, 𝑅𝑀𝑆𝐸𝐴 = .023, 90%− 𝐶𝐼 : [.000; .051]. The model met the guidelines
for discriminant validity, as the correlations between latent constructs were smaller than the square
root of each construct’s Average Variance Extracted (AVE) (cf. [43]).

4.1. RQ1: Healthiness of recipe choices

Participants, on average, selected 20% more healthy recipes (FSA score < 7) when presented with
recommendations incorporating nudging interventions (i.e., MTL labeling, LLM-based explanations,
and LLM-based hashtags) compared to the baseline condition (i.e., no label). Figure 5 illustrates the
distribution of user selections for healthy recipes and less healthy recipes across the various study
conditions. The structural equation model (SEM) illustrated in Figure 4 reveals a significant path from
the objective system aspects (i.e., MTL label, LLM-based explanation, and LLM-based hashtags) to the
behavioral aspect (i.e., the healthiness of selected recipes, as measured by the FSA score). This indicates
that the nudging interventions effectively promote healthier choices, with participants in the treatment
conditions selecting recipes with lower FSA scores compared to the control condition.

Among the interventions, MTL labels exhibited the strongest influence on FSA scores (𝑐𝑜𝑒𝑓. =
−1.123, 𝑝 < 0.001), followed by LLM-based explanations (𝑐𝑜𝑒𝑓. = −1.164, 𝑝 < 0.001) and hashtags
(𝑐𝑜𝑒𝑓. = −0.750, 𝑝 < 0.05). These findings highlight the effectiveness of the interventions in promoting
healthier choices compared to the baseline condition. To test for differences between non-baseline
condition, we performed a one-way ANOVA on the chosen FSA Score with the conditions as a predictor:
𝐹 (3, 236) = 4.69, 𝑝 < 0.01, followed by a post-hoc Tukey HSD test. This, however, revealed no
significant differences in effectiveness among the different nudging conditions and only confirmed the
significant differences between the no-label baseline and different nudging in terms of recipe healthiness
(i.e., chosen FSA score).
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4.2. RQ2: User Evaluation

4.2.1. User experience

The second main path depicted in Figure 4 stemmed from the objective system aspects towards the
user perception. Two types of nudging interventions, MTL labels and LLM-generated explanations,
positively affected the understandability of recommendations. Specifically, the MTL intervention
improved user understandability compared to the no-label baseline (𝑐𝑜𝑒𝑓. = .288, 𝑝 < 0.01). Similarly,
the addition of LLM-generated explanations had a significant positive effect on user perceptions,
enhancing understandability (𝑐𝑜𝑒𝑓. = .195, 𝑝 < 0.05). In contrast, the hashtag intervention did not
show a significant impact on user perceptions. Figure 6 presents the understandability score across
different conditions.

This path extends further into user experience, as understandability significantly influences choice
satisfaction (𝑐𝑜𝑒𝑓. = .555, 𝑝 < 0.01). Thus, the understandability perception factor mediates the
relationship between objective system aspects (i.e., MTL label, LLM explanations) and user experience
outcomes (i.e., choice satisfaction). Figure 7 further illustrates the variation in choice satisfaction as a
function of user understandability across the different study conditions. The understandability levels
are computed as the mean understandability for each respective condition. The final path in Figure 4
demonstrates that the perception aspect also mediates the relationship between user characteristics
and user experience. Specifically, subjective food knowledge (SFD) positively affected understandability
(𝑐𝑜𝑒𝑓. = 0.266, 𝑝 < 0.01), which subsequently affected choice satisfaction. This indicates that SFD
enhances user understandability, which in turn leads to higher choice satisfaction.
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Finally, a test of indirect effects checked whether the described paths from the objective system
aspects and SFD to choice satisfaction were fully mediated by understandability. The test confirmed
that the paths from both SFD (𝑐𝑜𝑒𝑓. = 0.145, 𝑝 < 0.01) and MTL-label (𝑐𝑜𝑒𝑓. = 0.160, 𝑝 < 0.05)
were significantly mediated by understandability, while those from the other two conditions were not
significant (0.1 < 𝑝 < 0.05). This suggested that, compared to the no-label baseline, changes in choice
satisfaction can be explained by changes in understandability, which stemmed from the presence of
MTL labels.

4.2.2. Usability evaluation

Finally, we evaluated the perceived usability across the different nudging interventions. The results of a
one-way ANOVA revealed a significant effect of the interventions on usability scores: 𝐹 (2, 177) = 14.29,
𝑝 < 0.0001. To identify specific differences between conditions, we conducted a post-hoc Tukey
HSD test. The MTL labels demonstrated the highest mean usability score (𝑀 = 4.08, 𝑆𝐷 = 0.70)
followed by LLM explanations (𝑀 = 3.79, 𝑆𝐷 = 0.80) with no significant difference between
the two interventions. In contrast, LLM hashtags resulted in significantly lower usability scores
(𝑀 = 3.18, 𝑆𝐷 = 1.23), compared to both MTL labels and LLM explanations. Figure 8 visualizes the
variations in usability scores across the intervention conditions.

5. Discussion

This study has examined the benefits of LLM-based descriptive nudges for a food recommender system.
To date, most nudging strategies have been static [8], usually not adapted to a user’s input. In the context
of recommender systems, both academic and industry studies have concentrated on the effectiveness of
digital nudges in recommender systems, particularly in enhancing the visibility of the most relevant
items, either for the user or the recommender system provider [55]. The food recommender domain
has garnered significant attention due to the complexity of food choices and their direct impact on the
overall health [57].



3.00

3.25

3.50

3.75

4.00

4.25

Low High
Understandability Level

C
ho

ic
e 

S
at

is
fa

ct
io

n

Condition
noLabel

MTL Label

LLM Explanation

LLM Hashtag

Figure 7: Mean scores for the choice satisfaction given the level of user understandability aspects across
conditions. Errors bars represent 1 S.E.

This study has investigated a new direction for explanations and nudges in food recommender
systems. We have compared static nudges (in this case: MTL labels) with more dynamic, based on
user input nudges (in this case: LLM-based explanations and hashtags), where each strategy aimed to
promote healthier food consumption, through supporting healthier choices in the interface as well as
enhancing the user’s experience.

The use of LLMs to generate explanations and hashtags, proved to be effective in leading users to
more healthy food choice compared to the no-nudge condition, leveraging their ability to generate
human-like language, and flexible, and personalized nudges within recommender systems (RQ1). This
finding aligns with various studies that support the use of LLMs as persuasive tools, especially in the
context of health and food-related domains [58]. Similarly, MTL labels as nudge to support user to
make healthier choices. This reinforces the idea that current online recommendations can often lead to
unhealthy choices [59, 1].

Based on our findings, it can be concluded that LLM-based techniques, when compared to traditional
nudging strategies (e.g., MTL labels), perform comparably within the context of our study and supporting
healthier choices. However, the finding of El Majjodi et al. [19], suggest that MTL labels has lead to
less healthier choices within personalized recipes environment. Consequently, further research is
required to examine the comparative effectiveness of these nudging strategies across different settings,
recommendation domains, and methodologies, with particular focus on the underlying mechanisms
that drive their impact. [8, 60].

Our path model has revealed a significant interaction between various aspects of the recommender
system (RQ2), underscoring the importance of user-centric evaluation, particularly with regard to its
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impact on user experience [43]. Our findings suggest that the nudging intervention, through MTL labels
and LLM explanations, significantly enhances user understanding of the generated recipes, which in
turn influences choice satisfaction, a crucial aspect of the overall user experience. This supports the
finding that nutritional labels not only significantly impact user choices but also influence overall user
behaviors in offline domains [61]. Additionally, it highlights that content presentation is crucial in
enhancing how users experience the system.

The use of LLMs for generating personalized explanations has been shown to enhance user expe-
rience, particularly by increasing choice satisfaction through improved understandability, whereas
LLM-generated hashtags demonstrated no significant effect. These findings highlight the critical role of
clarity in LLM-generated explanations in facilitating users’ comprehension of recommended recipes.
This, in turn, leads to significantly better user experience compared to the baseline condition, where no
explanations are provided. The enhanced understandability of these explanations may be attributed to
the flexibility of the generation approach, enabling the LLM to adapt more effectively to recommended
items and user preferences by leveraging its vast general knowledge. This adaptability likely contributes
to more satisfying recommender systems [16]. Furthermore, by aligning explanations with user prefer-
ences, LLMs not only improve user satisfaction but also promote healthier food choices. This aligns with
the findings of [40], which demonstrated that explanations generated using traditional computational
approaches also promoted healthier choices. However, the explanations were not personalized and only
involved comparisons between two recommended recipes.

Another key contribution of the path model is its emphasis on the relationship between user char-
acteristics, perception, and overall user experience. The findings suggest that users with greater food
knowledge exhibit a higher understanding of nudge interventions (i.e., MTL labels and LLM-generated
explanations), which positively influences choice satisfaction. The significance of user knowledge has
been well established not only in the recommender systems literature [62, 10] but also in psychological
research [63].

Finally, our findings demonstrate the effectiveness of both MTL labels and LLM-based explanations
in enhancing usability, as reflected in higher usability scores. This also explains the lack of significant



effect of LLM-generated hashtags on perception and user experience. MTL labels directly communicate
a recipe’s nutritional values, while LLM-generated explanations have the advantage of emphasizing user
preferences, thereby improving usability by helping users better evaluate the recommended items. This
effect has also been demonstrated in domains such as movies and news [16, 64]. Although hashtags can
attract user attention [65], they may be less engaging due to their limited coherence and constructive
value [66]. However, this topic warrants further exploration.

An interesting avenue for future research arises from our findings. First, we aim to explore a range of
user evaluation metrics for both MTL labels and LLM-generated explanations, including transparency,
trust, persuasiveness, and efficiency. Additionally, we seek to investigate the effectiveness of these
nudges in conjunction with other recommender approaches beyond knowledge-based systems, such as
collaborative, content-based, and deep learning-based methods.

Our contribution paves the way for exploring the use of LLMs to generate personalized nudges within
recommender systems, with the potential to enhance adaptability, user engagement, and to promote
behavioral change. Furthermore, we highlight a crucial yet underexplored area: the long-term effects of
LLM-generated explanations and nutritional labels in influencing users’ dietary habits, lifestyles, and
sustained behaviors.
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