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Abstract
The Business Process Model and Notation (BPMN) language as a de facto standard is omnipresent in business
process modeling. This not only applies to its vertical scope, ranging from pen-and-paper process sketches to
fully-implemented process automation, but also to its horizontal spectrum, comprising differing domains, e.g.,
financial services, healthcare, e-government, or webshops. In this paper, we argue for the analysis of differences
in the usage of BPMN in varying application domains using an empirical approach: Studying and contrasting
features of BPMN models found in process model repositories of varying domains allows us to gain insights into
the domains’ modeling characteristics. The resulting findings may then be beneficial for defining modeling best
practices, supporting future language standardization, or improving (data-driven) modeling tools.
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1. Introduction and Motivation

A business process defines a collection of interconnected tasks and activities which allow an organization
to achieve a certain goal or objective. Modeling business processes is a crucial step in business process
management and its resulting process models form the foundation of the various stages in the business
process lifecycle [1] and are thus used for, e.g., documenting, analyzing, or improving business processes.
The Business Process Model and Notation (BPMN) [2] is a widely accepted business process modeling
language, both in industry and academia. BPMN not only supports the various stages of the business
process lifecycle and covers the full vertical scope, ranging from sketched process drafts to automated
process implementations, but is also the de facto standard in a wide spectrum of application domains,
including, e.g., financial or business services, healthcare, e-government, and webshops. As a result,
syntax and semantic of the BPMN modeling language is quite crammed and complex, as is illustrated
well by the 500 pages of the current BPMN standard language specification [2].

Due to its versatility, we expect different modeling practices and styles in BPMN’s day-to-day usage.
Empirical research methods like software repository mining can help to learn more and understand
about how a modeling language is used in practice [3, 4]. Using this knowledge then allows for, e.g.,
defining modeling guidelines and best practices, supporting future language standardization efforts, or
improving modeling tools to better serve their user needs. In prior research, various BPMN language
corpora have consequently been established by systematically searching Github software repositories
and identifying BPMN models [5, 6], yielding extensive data sets comprising thousands of business
process models from real open source projects. The resulting data sets were then used to empirically
investigate on various research problems, including questions about the standard compliance of the
found process models [3, 5], the adaptation of certain design choices and modeling practices [6, 7], or
about the frequency of process model duplication and cloning [4, 8]. While this previous work allowed
for a better understanding of the general usage of BPMN in open source projects, covering a wide range
of differing application domains [4], it remains open whether the obtained findings similarly apply to
domains. In particular, the question whether there are not only differences in BPMN’s usage across the
vertical scope but also across its various application domains, while having been addressed for certain
singular domains like healthcare in previous related work [9], still remains open.
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In this position paper, we argue for studying the domain dependence of BPMN usage. We believe
this to be a worthwhile effort due to various reasons: First, such an analysis helps in providing
a more thorough picture of the language’s pragmatics. For instance, certain application domains
may impose modeling styles and practices which deviate and even contradict common BPMN usage,
though be important when defining modeling guidelines or best practices. Second, analyzing the
characteristics of BPMN’s usage in differing domains may help in identifying and prioritizing specific
requirements which can be incorporated in future language versions or in defining language subsets
or profiles for certain application domains. Third and finally, the advent of large language models
(LLMs) promises effective applications of machine learning and data-driven approaches to business
process management. This also comprises the use of LLMs for business process modeling, e.g., providing
tools for autocompletion of activity labels or other BPMN model structures and transforming process
specifications formulated in natural text into matching BPMN process models (cf. [10] for an example in
e-government). However, the quality of a LLM’s predictions is influenced by the quality of its training
data and the model’s generalization capabilities. This can become problematic if a certain domain
features special characteristics, which are otherwise underrepresented in the training data and resulting
models. This phenomenon, well-known as out-of-distribution problem [11, 12], may as well apply to
the application of LLMs to the process modeling language BPMN across varying application domains.

2. Prospective Case Study: German E-Government

In 2017, the German federal government released a legislation whose primary goal was to provide
citizens digital access to 575 selected administrative services and processes over all administrative
divisions by the end of 2022, (so-called Onlinezugangsgesetz (OZG)). While this objective was not met, the
law has been a driver for various e-government initiatives in Germany which also address a more holistic
end-to-end digitization of administrative processes. As part of these initiatives, the Federal Information
Management (FIM) standard1 is responsible for providing a streamlined methodology for supporting
the translation of legal requirements as entailed by law into digital public services implemented by
authorities. Due to the federal structure of Germany and since administrative services and processes
can thus vary across the different authorities, e.g., federal/state agencies and municipalities, FIM
follows a layered approach. At the top layer, master information is derived directly from law and
defines administrative services and processes without characteristics of the implementing agency. The
reference layer adds technical and organizational aspects, which is for instance required to provide the
user-friendly digital services claimed by the OZG. Finally, the local layer allows implementing agencies
to add even more details about their respective characteristics, e.g., information about concrete IT
services used, etc. In this way, FIM supports reuse of service and process definitions (so-called “one for
all” principle), but allows for customization according to the characteristics of implementing agencies.

On a technical note, the FIM standard includes three different modules: (1) XZuFi, (2) XDatenfelder,
and (3) XProzess2, which comprise XML-based specifications to define administrative services, data
fields/forms, and processes, respectively. XZuFi defines overall information about administrative
services, in particular including a unique identifier (Leistungskatalog-ID (LeiKa-ID)), which can be
referenced in the other modules. XDatenfelder provides uniform structures for data forms and elements
together with corresponding plausability rules, which are utilized in the administrative services and
build the foundation of web forms for the respective digital services. Eventually, XProzess is used
to define the processes modeling administrative services. To this end, the XProzess notation embeds
process models in the BPMN 2.0 language. Note that XProzess therefore defines limited subsets of
BPMN to be used in process definitions at the master and reference layer: FIM-BPMN and OZG-BPMN.
All three modules are accompanied by libraries and common building blocks. The former provides
a repository infrastructure and the latter lowers the implementation burden by providing reusable
components for problems which occur frequently and are unspecific to a single administrative service.

1https://neu.fimportal.de/
2https://www.xrepository.de/details/urn:xoev-de:mv:em:standard:xprozess
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3. Research Proposal

We propose the German e-government initiative as a starting point for our investigation into the domain
dependence of BPMN usage. As a first step, a corpus of BPMN process models from this application
domain has to be established. Mining the respective process repositories, e.g., the FIM master data
library3, allows for retrieving XProzess specifications, which can subsequently be parsed to extract
BPMN process models. The process models of the resulting data set can then for example be analyzed
in conjunction with the more general corpora of open source BPMN models, which have been scraped
from Github [3, 5]. In a preliminary analysis, we are then interested in studying and contrasting
aspects like process model size, used BPMN features and modeling tools, frequency of model clones,
incidence of modeling styles and practices, etc., similar to prior work [6, 8]. A literature survey on
the domain dependence usage of BPMN, also within other domains, e.g., healthcare [9], and including
domain-specific extensions [13], will complement the insights gained in the preliminary analysis.

As a next step, in a more thorough analysis, certain modeling aspects can be further investigated. For
instance, we assume activity labels to be tightly coupled to the application domain. As a result, metrics
may emerge for differentiating BPMN process models from different application domains. Inferring
such metrics is therefore another research step, which can, e.g., be tackled by training autoencoders
that classifies the application domain using the process metrics as input. Note that the mentioned
activity labels also play an important role for many process modeling and analysis tools. Algorithms for
detecting model clones are for example using activity labels for assessing model similarity [4]. Thus, the
tools’ performance may be influenced by the application domain. In particular when it comes to tools
employing machine learning, as outlined above, the out-of-distribution problem can become an issue.
Considering similar experiences with similar tasks for label prediction in conventional programming
languages [12], we expect interesting results.
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