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Abstract
Business process simulation (BPS) has traditionally relied on expert‐crafted models to anticipate process changes
and support decision‐making. Recent data‑driven methods democratize BPS by automatically deriving simulation
models from event logs, increasing accessibility to non-experts. However, this shift introduces two critical
challenges: ensuring that automatically generated models are valid without modeling expertise, and providing
analysis approaches that go beyond singular “what‑if” runs to surface deeper process insights. This doctoral
project tackles these challenges through two complementary streams. First, we establish foundations for valid
simulation by systematically reviewing existing validation practices and identifying threats to internal validity in
common data‑driven research methods. Second, we leverage these validated models to develop approaches for
quantifying process robustness and translating simulation outputs into actionable explanations. Together, these
contributions aim to make data‑driven BPS more valid and insightful, advancing its practical utility for strategic
decision support. This paper outlines the four interrelated research goals of this doctoral project covering the
two streams, related research activities addressing these goals, and current progress.
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1. Introduction

Business process simulation (BPS) is a valuable tool for supporting decision-making in organizations [1].
BPS refers to the abstraction of business processes into executable simulation models that allow for
the generation of numerous synthetic process instances. By simulating how a process behaves under
different conditions, BPS enables the analysis of potential changes without implementing them in
reality [1]. This allows organizations to anticipate outcomes, reduce risks and costs associated with
process changes, and support continuous improvement and innovation [2]. While BPS traditionally
required substantial manual modeling effort [3], recent years have seen the emergence of data-driven
approaches that derive simulation models from historical event data [4, 5, 6, 7, 8, 9]. These advances
have improved simulation accuracy and reduced the entry barrier for applying simulation, thereby
enabling broader adoption beyond expert users.
Despite this democratization, BPS remains primarily limited to low‑stakes experimentation rather

than driving strategic, high‑impact decision-making [10]. Two key requirements to make data-driven
BPS more usable are only partially met by current research. First, the validity of the simulation models
needs to be ensured. A previously widely used technique to validate simulation models relied on expert
judgment [11]. However, with the growing use of data-driven techniques and the involvement of users
with less modeling and domain expertise, alternative and more automatable validation approaches are
required [12]. Second, users need better support for using simulation to gain deeper insights. While
traditional BPS often focused on answering singular “what-if” questions, the increased accessibility of
simulation enables users to explore deeper insights and make sense of complex simulation behavior.
Prior efforts have explored ways to improve and ensure BPS model validity by proposing new eval-
uation methods [12, 13]. Furthermore, usability through more advanced analysis methods based on
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simulation [14, 15]. However, there is still a limited understanding of how BPS tools can be ensured to
be valid and insightful to drive adoption further.
With this doctoral project1, we aim to strengthen this understanding. To do this, we structure the

project into two complementary focus areas, each targeting one of the above requirements and together
ensuring that data‑driven BPS becomes both valid and insightful:
Validation focus: The first focus area concentrates on establishing the foundations for valid simulation
models. We critically review existing validation practices of agent-based simulation models due to
the agent focus of the larger doctoral project. Furthermore, we evaluate whether newly proposed
data-driven practices actually provide the level of validity they are intended to ensure.

RG1 Validation Practices: Systematically review and classify validation methods for agent‑based and
data‑driven BPS models, establishing a comprehensive understanding of existing methods.

RG2 Validity Threats: Identify and categorize internal validity threats in the commonly applied
research method to build accurate data-driven BPS models.

Insight focus: The second focus area builds on these validated models to develop novel analysis
approaches that make simulation more insightful in practice. By proposing new approaches that make
use of validated simulation outputs, we aim to support deeper, data-driven insights into the behavior
and robustness of business processes. We aim to achieve this by using simulation to assess the processes’
robustness and explain such findings.

RG3 Process Robustness: Develop a simulation‑based approach to measure how key performance
indicators respond to systematic parameter changes, supporting process robustness analysis.

RG4 Explainability: Develop an approach that translates complex simulation outputs into clear,
actionable explanations, helping users understand the drivers behind observed results.

By first ensuring that models are valid (RG1–RG2) and then providing tools for deeper insights
(RG3–RG4), this project ensures that data‑driven BPS becomes both valid and insightful for strategic
decision support.

The remainder of this description of the intended doctoral project is structured as follows. Section 2
provides related work on the analysis of simulation results. Section 3 gives an overview of the current
state of the project and the research plan. Section 4 concludes the paper with an outlook.

2. Related Work

In this section, we provide a concise overview of the literature on both focus areas—validating data-
driven BPS models and gaining insights from them—and describe how the doctoral project relates to
this research.
Validity of BPS models. Research related to RG1 and RG2 primarily addresses validating BPS
approaches through evaluation. This process involves estimating how accurately a simulation approach
reflects certain process dimensions, such as control-flow, which is crucial for a more informed use of
BPS. This has been done for individual approaches [4, 16] or comparing different ones [17, 6]. Recently,
two evaluation frameworks were proposed to assess the quality of simulation models. To achieve that,
one framework compares simulated processes with historical data for various process dimensions [12],
to provide deeper insight into the simulation model’s quality. Another framework focuses on evaluating
the quality of simulated processes by assessing their effectiveness in predictive process monitoring
tasks, comparing the performance of models trained on simulated data with those trained on real
data [13]. In addition, an initial validation of a “what-if” module of a simulation approach has been
proposed [5], giving a first indication of how well the simulation under varying simulation parameters
works. These efforts partially address both RG1 and RG2. However, as we show in our work described
in Section 3.2, current methods have deficiencies that do not always allow users to rely on them. Under
which conditions this is the case remains to be identified.

1Robert Blümel is part of a joint project of SAP Signavio, Prof. Van der Aa (University of Vienna), Prof. Stuckenschmidt
(University of Mannheim), and a doctoral student, supervised by Prof. Stuckenschmidt. The project’s main focus lies on
agent-based business process simulation.



Insights from data-driven BPS. While validation research has made significant strides, work on
drawing deeper insights from data‑driven BPS is still emerging. Some studies embed simulation within
broader process analytics to support end‑to‑end analyses [10, 18, 19, 20], but these require extensive
system integration. Others improve usability by offering interactive scenario building [14] or by
applying optimization strategies for parameter tuning and resource allocation [15, 21, 22]. These
efforts demonstrate the value of simulation beyond singular what‑if runs and demonstrate simulation’s
potential for insight in democratized settings, as planned in our RG3. Yet, they typically focus on
individual parameter adjustments, rather than on systematically assessing how multiple factors interact
or on quantifying model sensitivity.

Research related to RG4 remains restricted to general explainability methods. In the field of artificial
intelligence applications, various explainability methods exist that are becoming more prominent and
sophisticated (see, e.g., [23]). In addition to those general methods, approaches such as the discovery of
causal dependencies from event logs [24] could serve as a basis for explainability in the field of BPS.
However, despite these advances, no research has been proposed to leverage these or other approaches
to further explain BPS results.

3. Current State and Research Plans

Building on the two complementary focus areas—establishing model validity and enabling deeper
insights—this doctoral project is currently organized into three active research streams, each corre-
sponding to one of the first three research goals. The first stream (RG1) conducts a systematic literature
review to map out existing validation practices for agent‑based and data‑driven BPS models; the second
stream (RG2) investigates and mitigates threats to internal validity in data‑driven workflows; and
the third stream (RG3) develops a simulation‑based approach for assessing process robustness under
systematic variation. For each of these streams, we outline the specific problem being targeted, our
contributions toward overcoming it, and its current state.

3.1. Validation of Agent-based Simulation Models

As a first work stream, this doctoral project contributes to a broader systematic literature review (SLR) on
agent-based modeling and simulation (ABMS) in the context of collaborative business processes. ABMS
is increasingly recognized as a suitable paradigm for simulating business processes, particularly due to
its ability to model complex interactions among autonomous agents and capture emergent behavior in
decentralized systems [9]. These characteristics make it well-suited for representing organizational
dynamics, where local agent behaviors lead to global outcomes. The review investigates four core
areas: (i) conceptual modeling, (ii) the discovery of agents, (iii) architectural designs for agent-based
simulation models, and (iv) the validation of such models. While all four areas are explored as part of
the joint review, for this doctoral project, we specifically focus on the fourth area: the validation of
agent-based simulation models in order to gain an understanding of previous methods (RG1).
Problem. Despite the recognized potential of ABMS in simulating business processes, a significant gap
remains in the literature concerning an overview of the validation of agent-based simulation models.
Validation is crucial to ensure these models accurately represent real-world systems. Understanding
validation methods is essential to addressing RQ1, as it reveals what insights can be drawn from
simulated logs regarding a model’s accuracy in real-world processes. While two recent SLRs have begun
to explore ABMS in relation to process mining [25, 26], their focus is narrowly confined to process
mining contexts, lacking a broader perspective on ABMS applications in business process management.
As a result, related literature that does not explicitly employ process mining techniques needs to be
reviewed, providing a more comprehensive understanding of ABMS validation for business processes.
Contribution. To address these gaps, we undertake the following:

1. Conceptual goals clarification. We examine the goal of validation within ABMS.
2. Technique classification. We collect and classify the validation techniques used, referencing

Sargent’s technique overview [11].



3. Quantification analysis. We analyze how validation outcomes are quantified, focusing on
commonly used metrics and their input and scope.

These objectives define the specific contribution of this doctoral work within the larger review effort.
Current state. The SLR is currently in progress, following Kitchenham’s [27] methodology for
conducting literature reviews. The study planning has been completed, and the study execution phase is
nearing completion. After applying inclusion and exclusion criteria to a pool of nearly 1,700 deduplicated
papers, 89 were identified as relevant to our research questions.

3.2. Threats to the Validity of Data-driven Business Process Simulation

The second work stream of this doctoral project focuses on investigating threats to validity in BPS to
address RG2. As previously discussed, BPS facilitates what-if analyses for organizations, allowing them
to foresee the impacts of potential changes on their processes [1]. Hence, organizations rely on a certain
quality in their simulation model and the assessment as to whether the simulation model actually has
this quality. To arrive at this assessment, typically, data-driven approaches streamline model creation
and evaluation through a structured six-step method using historical event data [4], However, this
method can introduce systematic errors that bias evaluation results and distort confidence in simulation
model quality.
Problem. This work addresses threats to internal validity in this six-step method. Amethod is internally
valid when changes in the observed outcomes are a direct result of the manipulations within the method
itself, rather than external factors [28]. Hence, internal validity is compromised when factors beyond the
intended scope of a method affect the observed outcomes, introducing systematic errors in evaluation
results [29]. In BPS, maintaining internal validity means that evaluation results must solely reflect the
algorithm’s true quality, uninfluenced by factors such as concept drift or data leakage. Such influences
can lead to incorrect assessments of a model’s capacity to accurately simulate real-world processes.
Contribution. To address this challenge, we make the following threefold contribution:

1. Method explication. We explicate the six-step research method as an object of study, clearly
defining its entities, relationships, and procedural decisions. This follows Frank’s definition,
which states that a research method includes both terminology and a corresponding process [30].

2. Threat identification. We identify five concrete threats to internal validity, illustrating each
with empirical examples drawn from public event logs [12].

3. Best practices. We propose five best practices to mitigate these threats, thereby enhancing the
validity of simulation assessments and supporting informed business process and IS redesign.

These contributions aim to improve the validity of BPS, thereby addressing RG2 by ensuring that the
insights gained from simulation models are accurate and not distorted by threats to internal validity.
Current State. Currently, we await peer reviews for this research stream following a journal submission.
Prior to this, the project underwent two conference submissions and was rejected, primarily due to
methodological critiques. In response, we undertook revisions to strengthen both the methodological
foundation and empirical validation.

3.3. Process Robustness: A Simulation-based Robustness Assessment Approach

When analyzing their processes to identify areas for further improvement, organizations can draw
on a wide range of process analysis techniques. Conformance checking compares the observed as‑is
behavior against a reference model to pinpoint deviations [31]. These deviations then guide structural
or behavioral adaptations—such as increasing flexibility to better handle variability [32]. Simulation
further extends these analyses by allowing practitioners to evaluate process performance under different
configurations [2]. Complementing this, resilience analysis examines how well a process tolerates
short‑term shocks in parameters like arrival rates or resource availability [33].
In practice, process changes are guided by specific performance targets—most notably key perfor-

mance indicators (KPIs) such as cycle time thresholds. Although simulation can be used to compare
varying simulation parameters with respect to these KPIs, users lack insight into how far each parameter



can be varied before KPI targets are violated. Prior work has enhanced simulation with interactive
scenario building [14] and optimization‑based parameter tuning [15, 21, 22], yet no existing method
systematically uncovers the limits within which parameter changes remain viable. Consequently,
businesses remain uncertain both about where there is room for improvement and about where further
adjustments will breach KPI constraints.

To close this gap, we develop a simulation‑based approach to assess process robustness—the ability
of a process to maintain KPI compliance under systematic parameter variation. Drawing on robustness
concepts from manufacturing [34] and bioprocess engineering [35], we define robustness as the capacity
of a process to tolerate changes in key parameters without breaching specified KPI limits. This directly
addresses RG3 by equipping users with structured insights into their process’s tolerance to change.
Specifically, our contribution aims to:

1. Formalize process robustness. Identify the intervals for each parameter (e.g., arrival rate, task
duration, resource count) within which all KPI targets remain satisfied.

2. Implement adaptive exploration. Use a gradient‑based search to efficiently navigate the
high‑dimensional parameter space.

3. Generate semifactual reports. Translate findings into human‑readable semifactual statements
such as, “Even if arrival rate increases by up to 15%, average cycle time remains below 48 hours.”

Together, these contributions ensure that simulation results do not merely predict outcomes under
fixed settings but also reveal the boundaries of safe change, thereby making simulation outputs more
actionable for risk‑aware decision‑making.
Current state. This work is currently under development. Following the algorithm engineering
methodology byMendling et al. [28], we have identified the real-world problem as well as the algorithmic
task. Based on that, we are currently in the algorithm design phase.

4. Outlook

This doctoral project aims to advance business process simulation (BPS) by addressing key challenges
that have emerged from its growing democratization through data-driven approaches. In particular, it
focuses on two focus areas: ensuring that simulation models are valid and supporting their effective
use for gaining actionable process insights.

Initial work has begun to address this on three research streams. First, a systematic literature review
is underway to examine validation techniques for agent-based simulation models, with data extraction
currently in progress (RG1). Second, we have identified five threats to the internal validity of data-driven
BPS evaluation methods and proposed corresponding mitigation practices; this work is currently being
revised for journal submission (RG2). Third, we are designing an approach to use simulation capabilities
to assess process robustness to derive more insights from various simulation scenarios (RG4).
Future work will extend the project by adding a fourth research stream with a stronger emphasis

on explainability (RG4). This stream aims to develop an approach to make simulation outputs more
transparent and interpretable to support the adoption of insights in practice. This includes investigating
how contributing factors to simulation outcomes can be made more transparent to support a valid and
more informed use of the gained insights.
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