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Abstract

Accurate forecasting of business process models is essential for effective process management and decision-
making. However, existing techniques often focus narrowly on predicting control flow, overlooking the rich,
multidimensional nature of real-world processes. This research addresses this gap by proposing a comprehensive
framework that forecasts interactions between control flow and critical process dimensions, including resources,
data objects, decision logic, and performance metrics. Leveraging recent advances in process knowledge graphs
and graph neural networks, the proposed approach represents event data as multiple time series, each capturing
a distinct behavioral aspect of the process. This multidimensional perspective enables the development of
neural network-based models that predict the evolution of complex process structures rather than isolated
outcomes. The research agenda is organized into four key pillars: enhancing process representations and
predictive models, integrating simulation for process optimization, ensuring model explainability, and validating
findings through real-life case studies. By uniting these elements, this work aims to advance the field of predictive
process monitoring, offering more accurate, scalable, and interpretable forecasting solutions for business process
management.
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1. Motivation and Background

Predictive Process Monitoring (PPM) has emerged as a key component of Business Process Management
(BPM), enabling organizations to make proactive decisions by predicting the future states of ongoing
process instances. Traditional PPM techniques typically focus on predicting specific outcomes, such as
the remaining time of a case or the next activity to be executed, often using classification or regression
models trained on historical event logs. While effective in predicting instance-level outcomes, most
PPM approaches rely on control-flow-centric models, which focus on the sequence of activities but often
neglect other important process dimensions, such as resource usage, data interactions, and decision
logic. Even so, there are alternative solutions that take into consideration the data-flow of processes,
although there is no common agreement on how to address the problem, given the particular nature of
each problem domain. Consequently, these approaches fail to capture the complex, multidimensional
nature of real-world business processes generically.

Process Model Forecasting (PMF) was introduced to address some of the limitations of PPM [1].
Instead of predicting individual outcomes, PMF aims to forecast the evolution of the entire process
model over time, enabling organizations to anticipate structural process changes. Early PMF work
primarily focused on forecasting Directly-Follows Graphs (DFGs) as time series, providing insights into
control-flow-level dynamics. However, even these approaches often remain limited to univariate time
series forecasting, lacking the integration of additional dimensions, such as resources, data, decision
points, and performance metrics, that are crucial for understanding complex process behaviors.

Recent research has begun to address this research gap by extending PMF beyond simple control
flow predictions. For example, a time-series-based approach for forecasting process models based
on sequence data was introduced [2], yet primarily focused on predicting Directly-Follows relations
without integrating other process dimensions. Similarly, a recurrent neural network approach for
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predicting process constraints was proposed [2], but without accounting for resources or data perspec-
tives. Additionally, a data model to enable multidimensional process mining was presented, including
dimensions such as material flow and information flow, demonstrating the feasibility of a comprehen-
sive representation of process dynamics [3]. Moreover, recent advancements in object-centric process
mining emphasize the need to model event data that includes interactions between different objects
within processes, enabling a more comprehensive representation of process behavior [4, 5].

Building upon these foundations, this research project aims to advance predictive business process
modeling by developing neural network-based forecasting models that capture the multidimensional
nature of real-world processes. Unlike traditional methods that focus solely on control-flow, our
approach extends to predicting interactions between and among four key dimensions: (1) resources, (2)
data objects, (3) decision logic, and (4) performance metrics. This work is grounded in representing
event data as multiple time series, each encapsulating a distinct behavioral aspect of the process.
This multidimensional approach leverages advances in both process knowledge graphs (PKGs), event
knowledge graphs (EKGs), and graph neural networks (GNNs), facilitating the prediction of process
dynamics at the process level rather than merely predicting individual outcomes at the instance level.
By integrating these dimensions into a cohesive forecasting framework, this research aims to deliver
more accurate, actionable, and explainable insights for BPM.

2. Research Agenda

To realize the vision of multidimensional process forecasting, this research is structured around four
key pillars: (1) Enhancing process representations and predictive models, (2) Integrating simulation for
process optimization, (3) Ensuring the explainability of predictive models, and (4) Validating findings
through real-life case studies. Figure 1 summarizes the methodology. Each pillar contributes to
overcoming the limitations of current predictive approaches, enabling more accurate and comprehensive
forecasts. In the remainder, each of the pillars is outlined in more detail, including recent research,
research gaps, and proposed contributions and methodology.

o2 &

Process Representations: Simulation Engine (AS-IS Explainable Al (XAl) Case Studies
PKGs/EKGs vs TO-BE)
&

Predictive Models : Neural
Networks (GNNs)

Figure 1: Methodology

2.1. Pillar 1: Enhancing Process Representations and Predictive Models

A fundamental challenge in process forecasting is developing predictive models that accurately capture
the multi-dimensional nature of real-world business processes. This challenge motivates the following
guiding research question:

« RQ1: How can a multi-dimensional process representation and deep learning models be designed
to enhance the accuracy, scalability, and interpretability of long-term business process forecasting?

To address this question, this pillar focuses on building a strong foundation for forecasting by
emphasizing three key subtopics:



2.1.1. Developing a Multi-Dimensional Process Representation

Existing forecasting models in BPM often focus narrowly on the control flow of processes, overlooking
critical aspects such as resource interactions, data dependencies, and decision logic. To address this lim-
itation, this research aims to develop and advance PKGs and EKGs to build a unified, multidimensional
process representation for predictive forecasting.

PKGs and EKGs are both specialized forms of knowledge graphs that capture different facets of process
knowledge. PKGs, as applied in several domains such as manufacturing process planning, integrate
structured process knowledge from various sources (i.e. process steps, resources, and attributes) and
model relationships among them [6]. PKGs can also represent performance metrics and decision
logic as attributes or linked entities, enabling comprehensive modeling of process dependencies and
requirements. However, these representations are typically static, focusing on structural knowledge
rather than modeling dynamic process behavior over time.

EKGs, on the other hand, focus on modeling event-centric knowledge by capturing rich, multi-
dimensional relationships between events and entities, such as temporal event relations, event-entity
relations, and entity-entity relations [7]. This makes EKGs highly valuable for representing sequential
process dynamics and multi-dimensional interactions. However, EKGs are often designed for descriptive
analysis, focusing on knowledge extraction and event relations rather than dynamic process forecasting.
Moreover, they typically do not explicitly integrate performance metrics or decision logic that are
critical in BPM forecasting.

Building on these foundations, this research proposes to enrich and extend KGs into an unified
semantic graph. This approach aims to capture both the sequential dynamics of events and the relational
dependencies among process elements, such as resources, data objects, and decision logic. By integrating
the strengths of both PKGs and EKGs, this research seeks to create a holistic, actionable, and explainable
framework for process forecasting that overcomes the limitations of existing models.

2.1.2. Designing GNNs for Process Forecasting

Accurately forecasting business processes requires models that can effectively learn both temporal
dependencies and complex structural relationships given their graph-based structures. Hence, this
research will design and implement GNNs that leverage PKGs to capture interactions between activities,
resources, and data elements while maintaining temporal consistency. These GNNs will be specifically
tailored to the characteristics of PKGs, ensuring that the models learn from both the sequential and
relational aspects of process data.

2.1.3. Adapting GNNs from Other Domains

In addition to developing GNNs specifically designed for PKGs in process mining, this research will also
draw inspiration from recent advances. For example, spatio-temporal graph neural networks (ST-GNNs)
[8, 9] have shown potential. These models, successfully applied in domains such as traffic forecasting and
financial analysis, effectively integrate temporal dynamics with relational structures. This research will
investigate how to adapt these techniques for event-driven business processes, ensuring compatibility
with the discrete and evolving nature of process event data.

2.2. Pillar 2: Integrating Simulation for Process Optimization

Building upon forecasting in Pillar 1, an essential aspect of this research is simulating and optimizing fu-
ture process states. While forecasting provides valuable insights into potential future process behaviors,
simulation enables stakeholders to evaluate and optimize these behaviors under various scenarios.
Existing research has explored the integration of process mining and simulation, particularly through
discrete-event simulation (DES) engines that utilize static process models extracted from event logs
[10, 11, 12]. However, these simulation engines often operate on static models, which limits their
ability to incorporate dynamic process changes or to simulate complex multi-dimensional process



dynamics. They typically do not integrate predictive models that capture how processes evolve over
time, especially across multiple process dimensions.

Notable recent developments focus on user perspectives to perform ‘what-if” analyses. For example,
SIMPT [13] leverages time-aware process trees to enable interactive simulations, allowing process
owners to explore process improvement scenarios dynamically. However, even these developments
remain limited in their capacity to integrate predictive, multi-dimensional process models

This research pillar aims to bridge these gaps by integrating the predictive models established in Pillar
1 into a comprehensive simulation engine. By transforming PKGs into data-aware, executable process
models, this simulation engine will support both AS-IS and TO-BE analyses, empowering stakeholders
to assess potential improvements, anticipate dynamic process changes, and mitigate bottlenecks more
effectively. The approach aligns with recent calls for more flexible, knowledge-driven simulation
frameworks that can dynamically incorporate forecasted process states [3]. This leads to the guiding
research question for this pillar:

« RQ2: How can simulation and predictive models be jointly integrated to effectively inform
process improvement and optimization, while addressing the dynamic and multi-dimensional
nature of real-world processes?

2.3. Pillar 3: Ensuring Explainability in Predictive Models

As predictive models become increasingly sophisticated, particularly those leveraging advanced deep
learning architectures like GNNs, ensuring their transparency and interpretability becomes essential
for trust and informed decision-making in BPM. Moreover, representing the multidimensional nature of
business processes, like PKGs, further compounds the challenge of model explainability, as it introduces
intricate dependencies between process activities, resources, and data elements. Therefore, this pillar
extends Pillar 1 by specifically addressing the heightened challenge of model explainability and ensuring
that predictive models remain not only powerful but also transparent and trustworthy for end-users.

Recent research in process mining highlights the growing importance of explainable Al (XAI) to
support user trust and effective decision-making [14]. General XAI techniques, including feature
attribution, local explanations, and model-agnostic methods, have been extensively surveyed [15],
providing a solid foundation for integrating interpretability into deep learning workflows.

Given that this research project leverages GNNs to model and predict PKGs, explainability techniques
tailored to GNNs are particularly relevant. Recent research provides a comprehensive taxonomy of
XAI methods for GNNs, highlighting the challenges of explaining graph-based predictions [16]. By
incorporating these insights, this research will develop XAI techniques that make PKG-based forecasting
models more interpretable and actionable for process stakeholders. This aligns with the broader goal
of empowering stakeholders with predictive tools that are not only accurate and comprehensive but
also transparent and trustworthy. The corresponding pillar, therefore, addresses the following guiding
research question:

« RQ3: How can explainable Al techniques improve the interpretability and trustworthiness of
predictive business process models based on graph neural networks?

2.4. Pillar 4: Validating Findings Through Real-Life Case Studies

A crucial step in operationalizing data-driven research findings is to evaluate them in real-world business
settings. This research will apply the developed forecasting models (Pillar 1), simulation techniques
(Pillar 2), and explainability frameworks (Pillar 3) to real-life case studies across diverse industries. By
testing these approaches in practical environments, we will assess their effectiveness, refine the models
based on empirical insights, and demonstrate their value for decision-making in BPM, guided by the
following final research question

« RQ4: How can real-life case studies validate and refine predictive process forecasting models for
practical business applications?



3. Progress to Date

This section describes the current progress, focusing on Pillar 1: Enhancing Process Representations
and Predictive Models.

3.1. Literature Review

To achieve the four key pillars, it was necessary to conduct a comprehensive literature review. This
review serves as a foundation for understanding the current role of time series in the field of process
mining, including how and when they are applied. Hence, the aim of this paper is to clarify the extent
to which time series analysis has been integrated into process mining methodologies and to uncover
potential areas for further exploration and improvement.

As part of this literature review paper, I had the opportunity to present an initial version of the
insights from my analysis at the International Conference on Process Mining of the Belgian Operational
Research Society (ORBEL) in Maastricht in February. This event not only offered exposure to the latest
developments in the field but also provided valuable feedback from experts, which I have incorporated
into the further development of my research. Building on this input, I am preparing a journal paper.

3.2. Initial Steps in Enhancing Process Representations and Predictive Models
3.2.1. Exploring Actor-Level Performance Dynamics

This research extends the predictive modeling focus introduced in Section 1 by investigating both the
resource and performance perspectives as critical dimensions in process forecasting. Motivated by
recent work, which proposes a decomposition method to disaggregate performance measures according
to actor behavior [17], this research seeks to address the limitations of traditional process mining
approaches that often collapse diverse actor behaviors into single aggregate measures [18]. Traditional
methods overlook distinctions between uninterrupted work by the same actor, resumed work after an
interruption, and handovers between different actors.

Although the authors introduced a resource-aware perspective, their work remains high-level and
does not explicitly model the temporal causality of actor behaviors, an essential aspect for understanding
process dynamics. To address this, our research incorporates a temporal dimension into performance
analysis, transforming performance metrics into time series that capture temporal variations in actor
behavior. The analysis also seeks to uncover causal relationships among these time series using Granger
causality [19], aiming to reveal how different actor behaviors influence process outcomes.

Ultimately, this work aims to develop a comprehensive framework for understanding process perfor-
mance at the actor level, serving as a descriptive foundation for incorporating the resource perspective
into predictive models and exploring interactions among different process dimensions. The goal is to
develop this research into a workshop paper for submission to BPM 2025.

3.2.2. Incorporating Resource Perspectives into Predictive Models

Drawing on insights from the actor-level analysis, the research now incorporates resource perspectives
into time-series-based predictive models (e.g., ARIMAX). These models will be benchmarked against
traditional models that do not account for resource interactions, providing evidence of the added value
of multi-dimensional forecasting,.

4. Conclusion

This research seeks to advance business process forecasting by combining multi-dimensional process
representations, advanced predictive models, simulation, and explainability. The initial progress within
Pillar 1 sets a strong foundation for subsequent work on the other pillars, paving the way toward a
comprehensive framework for data-driven BPM.
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