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Abstract
We demonstrate the text-based modeling and redesign of processes in the process execution environment of the
Cloud Process Execution Engine (CPEE) based on iterative conversations with an LLM such as gemini or gpt. The
input can be text and an empty model as well as text and an existing model. The output is a newly created or
redesigned process model in executable format, i.e., based on abstract syntax trees and displayed in BPMN-like
fashion, exploiting the automatic layout capabilities of the CPEE. The tool is demonstrated for different scenarios
such as the creation and redesign of the process models, as well as the subsequent process model execution.

1. Introduction

Process models are used to provide a blueprint of how processes should be performed in an organization.
Therefore, they include information on steps needed to be done, their order, decisions needed to be taken
and corresponding data, utilized data objects as input or output for certain tasks, roles allowed to perform
certain tasks, etc. Depending on the layer on which the process models are created (cf. [1, p. 127]) the
more information needs to be contained in the process models. While semantic or conceptual process
modeling languages such as Business Process Model and Notation (BPMN) or Event-Driven Process
Chain (EPC) focus on documenting and communicating processes, logic/formal languages such as Petri
Nets or Refined Process Structured Trees (RPST) are well-suited to verify and analyze process properties
(e.g., soundness, boundedness, or liveness). Finally, on the layer of graphical programming/execution
languages such as Workflow Nets, Cloud Process Execution Engine Trees (CPEE-Trees), Business
Process Execution Language for Web Services (BPEL), or Well-Structured Marking Nets (WSM-Nets)
it is possible to directly execute the process model based on the execution semantics of the modeling
languages.
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Figure 1: Simplified Overview of Automated Generation of Process Models

Over the last 20 years, significant efforts have been devoted to automatically derive business process
models from natural language text [2]. However, the resulting models remain at a conceptual level [3, 4]
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(see Fig. 1, (1) and (2)). For their further utilization these models have to be transformed across languages
in different layers, which can be expensive, error-prone, and difficult. Hence, modeling processes directly
at the execution layer may be desirable, but requires to consider execution properties such as including
data objects necessary for determining how often a loop should be executed and thinking about the
functionality of certain tasks. As process modeling can be already a challenge for domain experts who
are often non-technical users, modeling at execution level might be too complex.

Thus, in this paper, we present a tool, bridging conceptual and executable layers, which allows domain
experts to create and redesign process models directly in an execution environment as shown in Fig. 1,
(3). The UI relies on natural text input in conversations with a chatbot (conversational process modeling
and redesign) [5, 6]. The input comprises process descriptions, guidelines, and legal documents. The
output is a process model which has been refined by the domain experts and is per definition sound and
executable from a control flow perspective. It can then be used in several ways, including augmentation
with data flow and endpoints for execution, transformation back to text, and simulation and analysis.
Additionally, by logging how the process model is changed and based on which interactions with the
users these changes have been achieved it is possible to analyze the process of process modeling [7].

2. Conversational Modeling and Automation with CPEE

In this section, we discuss the main characteristics and innovations of the LLM-based CPEE extension,
which utilizes the concept of conversational process modeling. Since the primary goal of conversational
modeling is to create and improve process models and descriptions through iterative exchange of
question and answers between domain experts and chatbot, we demonstrate its application with two
scenarios: (1) process model creation and (2) process model redesign.
Scenario 1) Process Model Creation can be driven by the use of documents and textual sources
containing information about the process—such as regulatory documents or summaries based on domain
expert interviews—or it can start from scratch, without any supplementary materials. Thus, Process
model creation can be represented by two use cases.

Use Case A) Create Process Model “Out of the Blue” creates a process model (c) for a specific use
case without further input, cf. (a) text input and (b) selected LLM in Fig. 2. For more information about
process model and possible steps after model generation see Conversational Modeling and Automation
with CPEE
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Figure 2: Create Process Model for Loan Application and from Gaming Process Description

Use Case B) Create Process Model Based on Text (T2M Transformation): Though Use Case A)
might provide a starting point for some applications, a more guided creation of process models might



be advisable in order to control the quality of the output [5]. One option is to work with more specified
textual input such as process descriptions and/or regulatory documents. In Fig. 2 a gaming process
description1 is inserted (a), processed by LLM gemini 2 Flash (b), and the corresponding process model
is created (snippet shown in (c)).
Scenario 2) Redesign Process Model: Use cases for Scenario 1) have illustrated the one-shot creation
of process models out of the blue or from process descriptions. However, as the quality of the output
process model is of utmost importance for many real-world domains, the iterative refinement of the
models through conversational process model redesign [8, 6] is crucial. In particular, this can foster
the interaction of domain experts with the model. Conceptually, conversational redesign is based in
exploiting the established process change patterns [9] in matching them with textual user redesign
requests by the LLM in order to achieve sound process models [8, 6]. Consider the abstract example
depicted in Fig. 3. The process model is created by textual redesign requests step by step: i) add task A;
ii) add decision after task A with two branches, one branch contains task B, the other branch task C; iii)
add task D after B and C; iv) delete task B. The resulting process models after each step i)–iv) are shown
in Fig. 3. The process of redesigning the model is stored in the process execution log resembling the
process of process modeling [7].
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Figure 3: Create and Redesign Process Model

Conceptual Framework. The framework encompasses five steps ( a to e ) depicted in Fig. 4. To start
with, a text describing how the model should look/change 1 , the Selected LLM 2 , and the Current
Model 3 if it exists is sent to the LLM Service. Next, an appropriate scenario has to be identified a

(i.e., either model creation or model redesign). Depending on the scenario, 3 is either converted to
Mermaid2 representation b or this step is skipped. Then, 1 and, optionally, the result of b are
inserted into the prompt c , and the LLM request is performed d (cf. [8, 10] for more information
about prompt design, parameters, and examples). Finally, the output of d is transformed back into a
CPEE-Tree 4 in e and passed back to the user interface for further usage/refinement.
Possible Subsequent Steps. After having obtained the final model the following steps can be taken:
• Retrieve items for documentation and communication to other participants of the process

from models created in the scenarios described above (i.e., semantic/conceptual layer). The tool offers
two ways to do this: (i) obtain a visual representation of the model (“save svg graph” in “Instance” tab
shown in Fig. 4) and (ii) transform the model to text (again, using LLM) using the “Save as Text” button
(again, in “Instance” tab shown in Fig. 4). An example of (ii) is shown in Fig. 5a A .

• Make the process model ready for execution by adding information needed for execution (data
objects, functionality and in-/output data objects for tasks, ...) directly to models created using the
tool which only include control-flow but are already described in the form of a CPEE-Tree (which is a

1taken from https://zenodo.org/records/7783492
2https://mermaid.js.org/, accessed 2025-06-26

https://zenodo.org/records/7783492
https://mermaid.js.org/
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(a) Model to Text Transformation and Additional Information for Execution

--- event:
 [...]
 cpee:exposition: |-
   # Used LLM: gemini-2.0-flash
 time:timestamp: '2025-06-27T09:17:34.067851+02:00'

--- event:
 [...]
 cpee:exposition: |-
   # User Input:
   To keep everyone in the office fuelled and focused, an automatic 
   coffee monitoring system ensures you're never left without your 
   daily brew.
   First, [... additional text]
 time:timestamp: '2025-06-27T09:17:34.067737+02:00'
--- [... additional events]
--- event:
 [...]
 cpee:exposition: |-
   %% Output Intermediate
   graph LR
       0:startevent:((startevent)) --> 1:task:(Check Coffee Refill)
       1:task:(Check Coffee Refill) --> 2:exclusivegateway:{x}
       [... additional mermaid code]
       4:task:(Confirm Coffee Preferences) --> 5:endevent:(((endevent)))
 time:timestamp: '2025-06-27T09:17:34.068731+02:00'

--- event:
 [...]
 cpee:exposition: |
   <!-- Output CPEE-Tree in XML-->
   <description xmlns="http://cpee.org/ns/description/1.0">
       [... model in RPST format]

(b) Log of Process Modeling

Figure 5: Possible Subsequent Steps

graphical programming/execution language). This is shown in Fig. 5a B .
• Analyze how the process model has been created based on information included in the log: User

Input 1 , Current Model 3 (CPEE-Tree representation), Selected LLM 2 , Mermaid representation of
Current Model (i.e., output of b ), Mermaid representation of New Model (i.e., output of c ), and New
Model 4 (i.e., output from d ) in CPEE-Tree representation (see Fig. 4). A shortened log is shown in
Fig. 5b (extended log: https://autobpmn.ai/log_example.xes.yaml).

3. Maturity

Scientific maturity: The underlying concepts have been published in several outlets, i.e., text2model in
[5], model2text in [11], conversational process modeling in [8, 6], and process automation and execution
in CPEE in, e.g., [1].
CPEE maturity: The underlying process cloud execution engine CPEE is an open source engine; the
engine and connected components have been downloaded 1.677.929 times so far3. CPEE has been
developed into orchestration framework centurio.work which implements and operatively runs 16
different processes at 7 manufacturing companies [12].
Maturity of Conversational Process Modeling: The concepts of text2model transformations have
been developed in the BPAIS4 project funded by SAP Signavio; text2process transformation has become
part of the modeling capabilities of the AI-assisted process modeler of SAP Signavio5. Moreover,
we have conducted two user studies: the first one was conducted to evaluate text2model concepts
with 40 participants with different experience levels in graphical modeling, e.g., UML, ER, BPMN, and

3https://rubygems.org/profiles/eTM, accessed 2025-06-25
4https://www.cs.cit.tum.de/bpm/projects/bpais/, accessed 2025-06-25
5https://news.sap.com/2025/03/sap-signavio-launches-ai-process-modeler-text-to-process/, accessed 2025-06-25
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programming skills [13]. The second user study assesses the concepts of conversational process redesign
with 64 participants. Finally, we are currently conducing a lab course at the Technical University of
Munich on conversational process modeling and automation.

4. Videos and Tool

The tool is available at autobpmn.ai, where a new empty process instance can be created. For each
instance the process model can be created/redesigned as described in Sect. 2. The user interface is
realized by creating a new spin6 of a CPEE cockpit7 to create and redesign models using Conversational
Modeling. The LLM Service which supports the Conversational Modeling outlined in blue in Fig. 4 is
also available on github8. A video demonstrating the functionality of the tool is available at autobpmn.ai.

Declaration on Generative AI

The author(s) have not employed any Generative AI tools.
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