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Abstract
The article investigates the use of custom large languages models to automate the checking of student
research papers. A hybrid model is proposed, combining the method of sequential variant analysis with the
capabilities of specialized GPTs. This approach allows automating the process of checking the compliance of
documents with the formal requirements of the competition. Specialized GPTs is designed to automate
document verification. The experiment involved comparing local implementations of GPTs on different
models (Llama 3, LLaVA, Phi-3) and evaluating their accuracy, processing speed, and relevance of detected
errors in order to select the best base model. Testing of the hybrid approach using custom GPTs developed
from the Llama 3 model demonstrated a significant reduction in verification time compared to expert
evaluation while maintaining high accuracy. The effectiveness and efficacy of the hybrid approach have
been experimentally proven. The combination of the capabilities and advantages of LLM with the logic of
sequential analysis within a single approach makes it perspective for digitalizing the competitive process,
increasing its transparency and scalability. 

Keywords
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1. Introduction

In  recent  decades,  there  has  been  a  significant  rise  in  the  popularity  of  student  research
competitions, which play a crucial role in fostering research skills, interdisciplinary approaches, and
creative thinking. These events not only promote the generation of new ideas but also provide
students with a platform for knowledge exchange,  collaboration with experts,  and professional
recognition. However, the increasing number of participants, the growing demands for high-quality
evaluation, and the need to ensure transparency in competition processes pose several challenges for
organizers,  particularly concerning the efficiency of document management and handling large
volumes of information.

The  widespread  adoption  of  digital  technologies  has  partially  addressed  these  issues  by
transitioning application submission, evaluation, and communication between participants to online
formats. Nevertheless, even with the use of existing platforms such as EasyChair or Submittable, a
considerable  degree  of  human  intervention  remains  necessary  for  tasks  such  as  validating
submissions, assigning papers to reviewers, verifying academic integrity, and compiling final scores.
Traditional approaches to managing competition documentation, which rely on manual verification
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and administrative oversight, are becoming increasingly inefficient given the vast amount of data
that must be processed.

One promising solution is the integration of intelligent systems, particularly generative pre-
trained  transformers  (GPTs).  These  technologies  have  the  potential  to  optimize  key  stages  of
competition document management: automating the preliminary verification of submissions against
formal criteria, distributing papers to reviewers based on semantic topic analysis, conducting initial
plagiarism  checks,  and  even  generating  analytical  reports  for  organizers.  Furthermore,  the
integration  of  GPT-powered  assistants  into  competition  platforms  could  enhance  participant
communication  by  providing  automated  responses  to  inquiries  and  assisting  with  document
formatting.

In  this  context,  exploring  the  application  of  GPTs  for  automating  competition  document
verification is of particular importance. The implementation of such technologies would not only
enhance  document  processing  efficiency and reduce  human bias  in  evaluations  but  also  make
competition processes more transparent, accessible, and scalable. Given the ongoing digitalization of
the academic environment and the increasing standards for research quality, the integration of
intelligent  technologies  into  the  automation  of  student`s  research  competition  document
management  is  not  merely  desirable  but  essential  for  improving  their  efficiency  and  global
accessibility.

2. Materials and Methods

Student  research  competitions  play  an  important  role  in  developing  a  research  culture,
stimulating innovative thinking, and preparing young scientists for the challenges of the academic
environment.  Due  to  the  development  of  digital  technologies  and  the  growing  number  of
participants,  the issue of effective management of competition processes and document flow is
becoming extremely relevant. Modern research shows that automation of such processes contributes
to the efficiency of evaluation, transparency of competitions, and reduces the administrative burden
on organizers.

Recent studies confirm that the transition to digital document management significantly improves
the organizational aspects of scientific competitions [1]. The study by Markus [2] emphasizes that
electronic document management minimizes the need for paper documents, increases the speed of
processing applications, and ensures their safe storage. 

The integration of artificial intelligence and text recognition plays a key role in improving the
verification and analysis of submitted papers. Research [3] presents the OCR-D platform, which
provides automated text recognition and pre-processing, which greatly simplifies the evaluation of
applications.

Modern  specialized  competition  management  systems,  such  as  EasyChair,  Submittable,  and
others, significantly optimize the evaluation process.  Paper [4] proposes a model of a specialized
platform that allows automating certain stages of the competition. The platform is a comprehensive
web application. The results of the study show that the use of specialized platforms can significantly
reduce  the  time  spent  on  organizational  processes,  which  is  especially  important  for  large
international competitions.

Additionally, the study by [5] demonstrates that the use of machine learning algorithms allows for
thematic modeling of documents and automatic creation of metadata for digital  archives, which
improves the organization of competition information.

Automation of document management contributes to the transparency of tenders, in particular
through the introduction of electronic signatures and access control technologies [6]. In addition, the
introduction of algorithms for checking academic integrity, such as Turnitin and Copyscape, ensures
compliance with the principles of scientific ethics and prevents plagiarism [7, 8]. 

Automating the workflow of student’s research paper competitions is important for increasing
the efficiency, scalability, and fairness of competitive processes. The use of digital platforms, artificial
intelligence  tools,  and  specialized  competition  management  systems  can  significantly  reduce



administrative burdens, increase the speed and quality of evaluation, and ensure transparency and
reliability of results. However, it is important to maintain a balance between technology and the
human factor, as individual approach and expert judgment remain important elements of research
evaluation.

2.1. Procedure for conducting a student research paper competition

The authors' analysis of modern technologies for organizing and conducting competitions [9]
showed that most competitions that consider scientific creative works or projects are characterized
by a unified technology for conducting the competition. 

Let's consider the procedure of the competition on the example of the All-Ukrainian competition
of student research papers in the fields of knowledge and specialties [10]. The generalized scheme of
interaction between all participants of the competition is presented in Fig. 1.

Figure 1: Actors of the competitive process 

The Competition Committee performs a central function in the organization of the competition. It
forms the basic rules:

- Evaluation criteria - for example, scientific novelty, methodology, practical value, quality of
presentation.

- Time limits - deadlines for submitting papers, deadlines for checking documents, and the period
of evaluation by judges.

-  Procedure  -  the  stages  of  the  competition  (submission,  moderation,  evaluation,  appeals),
methods of communication with participants.

- Information about the competition - publishing the rules on the website, sending them out via
social media or emails.

The Committee accumulates all information about the competition. The raw data is collected,
processed, analytical reports are generated (dynamics of participation compared to previous years,
average scores by criteria, etc.), and visualization is performed: interactive graphs, heat maps of
activity, score distribution charts.

Technical secretaries provide administrative support. Their tasks are to interact with participants
to clarify details, organizational issues, and document participation in the competition.

Participants are students or researchers who submit papers to the competition. Participants of the
competition submit documents through an online platform (for example, Google Forms, a specialized
portal). After receiving confirmation of the correctness of the submitted documents, participants wait
for the results of the competition.

The judges are industry experts responsible for the evaluation. The judges' responsibilities include
checking the entries for compliance with the formal requirements of the competition, evaluating the
entries according to certain criteria, formulating conclusions and comments on the advantages and
disadvantages of the entries, and making recommendations.



The competitive selection technology includes several stages [Regulations on the All-Ukrainian].
Stage 1:  “Submission of  works”.  Students submit  their research papers in compliance with the
established conditions and deadlines.

Stage 2: “Initial verification”. Technical secretaries check the works for compliance with formal
requirements, such as compliance with the competition theme, volume, formatting, plagiarism check,
etc. Works that do not meet the competition requirements are rejected. 

Stage 3: Reviewing. Experts evaluate each entry according to the competition's criteria and review
them. Each competition obviously has its own evaluation criteria that take into account its specifics,
specialty, and focus.

Based on the results of the review, the Competition Committee forms and publishes a ranking list
of scientific papers (hereinafter referred to as the ranking list).

The competition committee makes a decision on the selection of the best scientific papers, the
authors of which will be invited to the final scientific and practical conference. 

Stage 4: Presentation of works.  At the final scientific and practical conference, students present
their research, answer questions, and provide explanations.

Stage  5:  Evaluation  and  determination  of  winners.  The  jury  evaluates  the  papers  and
presentations, determining the winners.

Stage 6: Awarding the winners. Announcement of results and presentation of diplomas or awards.
The stage of initial verification of competition documents is essentially a kind of “weeding out” of

works that violate the requirements of the competition. The main idea of this study is to implement
the procedure for the initial verification of competitive documents as a scheme for sequential analysis
of options, proposed by Ukrainian scientists Mykhalevych and Voloshyn.

2.2. Procedure for holding a student competition of research papers

This methodology is one of the most general approaches to solving multivariate problems, and its
successful application to solving problems of research and design of complex systems formalized in
classes of large-scale mathematical programming models has been widely confirmed [11, 12]. 

The method of sequential analysis of variants represents the process of finding a solution to a
multivariate problem in the form of a multi-stage structure that resembles the structure of a complex
experiment. Each step of the method is associated with checking the presence of certain properties in
a subset of variants or individual variants and leads either to a direct reduction of the set of variants
or prepares the possibility of reduction in the future [13]. Figure 2 shows a generalized scheme of the
PAV method.

Figure 2: Scheme of the sequential analysis of variants method

Only variants that have certain properties (attributes) are selected for consideration in the next
steps of solving the problem. The red vertices are the variants that turned out to not meet the



criterion of the current step of the method (they do not have a certain feature defined by the criterion
of the current step). It is due to such exclusion from the consideration that the dimensionality of the
problem is reduced.

From the  point  of  view of  formal  logic,  the  scheme of  sequential  analysis  of  variants  is  a
development of A. Wald's sequential analysis and is reduced to repeating the sequence of actions

- dividing the set of decision variants and the problem into a family of subsets, each of which has
additional specific properties;

- using these specific properties to find logical contradictions in the description of individual
subsets;

- exclusion from further consideration of those subsets of variants whose descriptions contain
logical contradictions. 

To solve a specific problem based on its theoretical and practical analysis, it is necessary to
formalize the properties that the desired variants should have. Then, it is necessary to identify as
many features as possible to determine whether this variant is the desired one. Among them, choose
those that are easily verifiable, as well as those that are inherent in as many variants as possible at the
same time. Further, the choice of a calculation scheme consists in establishing a rational order of
checking features, which allows to eliminate non-competitive options and find the optimal one [14].

Thus, the PAV methodology is based on an approach to forming a set of possible solutions and
establishing criteria for their evaluation that allows for the elimination of unsuitable variants at an
early stage without the need for their full consideration. The selection process occurs incrementally
upon detecting non-compliance with the criteria, thereby preventing unnecessary computations. By
eliminating  all  potential  extensions  alongside  unsuitable  variants,  this  approach  drastically
minimizes the computational workload required.

The PAV methodology can be used to implement the procedure for organizing and conducting
competitions,  since  a  number  of  requirements  are  imposed  on  the  works  submitted  for  the
competition, which can be considered as criteria for eliminating options.

2.3. LLM for document processing

Large language models (LLMs) have become widely used in document automation because they
are capable of performing tasks of analyzing, generating, and processing text with high accuracy. In
recent  years,  researchers  have  been actively  exploring ways  to  use  LLMs in  digital  document
management systems to increase efficiency, accuracy, and transparency of processes [15].

One of the key capabilities of LLM is automated text processing, which allows you to recognize,
classify, and structure documents without manual intervention. For example, the LLM4Workflow
system [16] offers automatic generation of workflow models, which can significantly reduce the time
for processing large amounts of data in the document flow.

Another important aspect of LLM is the intelligent verification of documents. The study [17]
demonstrates  how such  models  can  integrate  into  administrative  processes  by  extracting  key
information, classifying documents, and identifying errors in the data submitted. The use of LLMs in
document management enables automated verification of compliance with formal criteria.

A separate area is the automatic creation and summarization of documents. Paper [18] present a
system that uses LLM to automatically abstract large text arrays, which greatly facilitates the process
of reviewing documents and preparing reports.  This is especially useful in academic document
management, where experts often have to work with large volumes of scientific papers.

LLMs are often integrated with optical character recognition technologies process document
images. For example, the ERPA system [19] combines LLM with OCR to process various document
formats, allowing for automatic extraction of textual information and verification of its compliance
with regulatory requirements.

Large Language Models now effectively address the task of automated plagiarism detection in
academic  and  professional  documents [20].  Unlike  traditional  systems  such  as  Turnitin  or
Copyscape, which focus on exact textual matches, LLMs are able to analyze the content on a deeper



level. They allow analyzing the semantics of the text, recognizing paraphrasing, finding conceptual
coincidences, and assessing the compliance of research papers with the criteria of academic integrity.
The conclusions of these studies show that LLM is a powerful tool for automating natural language
processing and document management tasks.

Large language models are  based on training on massive textual data, which allows them to
analyze, generate, and interpret language with impressive accuracy. These models have universal
skills,  from  writing  creative  texts  to  answering  complex  scientific  questions.  However,  their
“generality” often becomes a limitation for highly specialized tasks. That is why custom GPTs come
in  -  adapted  versions  of  basic  models  optimized  for  specific  needs.  Large  models  serve  as  a
foundation: their “experience” gained from training on diverse data allows them to be quickly
customized for specialized purposes. For example, the GPT-3 model can be fine-tuned using highly
specialized  datasets  (medical  records,  legal  documents,  technical  documentation)  for  better
understanding the context of a particular industry. An alternative approach is prompt engineering,
where the model is “taught” to perform tasks without changing its internal parameters through
specially formulated questions or instructions [21]. Custom GPTs are widely used. The benefits of
customization include increased accuracy, reduced query processing time, and lower costs compared
to developing models from scratch. However, despite all the advantages, their use in document
management has its challenges. The main problems include the need for large computing resources,
the issue of trust in automatically generated answers, and the need to ensure data confidentiality. It is
important to keep in mind the balance between automation and human control to ensure high quality
and fairness of document evaluation.

2.4. Hybrid model of the task of automating the preliminary verification

The most time-consuming stage in the process of organizing and conducting f competition is the
initial verification of the submitted entries. There is no point in expert evaluation if the work does not
meet the requirements of the competition.

Combining the Sequential Analysis of Variants (SAV) method with the capabilities of custom
GPTs for the task of preliminary verification of competition documents can significantly increase
efficiency and automate one of the most labor-intensive stages of competition organization. The
initial verification of documents is critical, it serves as a filtering mechanism, eliminating entries that
do not meet the requirements, thereby saving experts’ time and improving the overall quality of the
competition process. 

Embedding GPT in a sequential option analysis scheme allows for a structured and automated
step-by-step selection process, where each stage of analysis reduces the set of submitted documents
by eliminating those that do not meet the established criteria.

The basic idea is that specialized GPTs act as smart filters that analyze documents in several
stages,  eliminating  inappropriate  options.  This  process  can  be  represented  as  a  multi-stage
procedure, where each stage corresponds to a specific evaluation criterion.

Let D be the initial set of all documents submitted to the competition:

D={d1 , d2 ,…,dn }.
The set of selection criteria K consists of a set of mandatory checks that each document must pass:

K={k1 , k2 ,…,km },
where
k j is a specific criterion (e.g., checking for format compliance, academic integrity, presence of

mandatory sections, etc.)
A set of GPTs modules:

GPTs={gpt1 , gpt2 ,…, gptm},
where 



gpt j is a custom GPT that meets the criterion kⱼ and implements the verification of the document
for compliance with this criterion.

The preliminary verification of competition documents consists of the following stages:

E={e1 , e2 ,… ,em},
where 
e j is the j-th stage of verification, which uniquely corresponds to the pair <criterion-GPTs>.

e j=¿ k j , gpt j>¿

The process of step-by-step verification can be represented as a sequence of rejection operators
F j, which are implemented by a custom GPT at each stage e j:

F j D j → D j+1 , D j+1⊆ D j

where:
- D j is the set of documents that have passed the jjjth filtering stage,

- F j is a dropout operator that applies the criterion k j to all elements of the set D j, implemented

by the corresponding GPTs gpt j

- D j+1- a subset of documents that have been checked according to the criterion k j.

The process is completed at step m, after which the set Dm containing the documents admitted to
further evaluation by experts remains:

Dm=Fm∘ Fm−1∘ …∘ F1( D )

Each operator F j is implemented through a check function that returns a binary result for each

document d i, changing its current status si , j:

si , j={F j (d i) , if di satisfies the criterionk j

0 , if d i doesnot meet the criterionk j

so si , j∈ {0,1}−status of document di at stage e j:

si , j=1: the document has passed the stage
si , j=0 : the document has not passed the stage .

Feedback function b j :D → R, where R is the set of error reports.

b j(d i )=GPTs report describing violations , if F j (d i)=0
Formally, the algorithm for passing through the verification stages is as follows:
Initialization:  si ,1=F1(d i )
Recurrent rule: For j ≥2:

 si , j={F j (d i) , if si , j−1=1
0 , otherwise .

Final state of the document:

S (d i)=∏
j=1

K

si , j

Document d i is allowed to participate in the competition, if S (d i)=1.

The model has the following properties.



Monotonicity: if si , j=0, then si ,m=0 for all m≥ j.
Composability: Each stage independently processes the document, but the result depends on the

previous stages.
Adaptability: Replacing F j allows you to update the criteria without changing the architecture.
The principle of the model's functioning is shown in the figure below (Fig.3).

Figure 3: Generalized scheme of the hybrid method

2.5. Information model of a custom GPTs

Custom GPT models are complex adaptive systems tuned based on a set of parameters that
determine their performance, functionality, and learning ability for specific tasks. The effectiveness
of such a model depends on a coordinated choice of its parameters and configurations that affect
accuracy, processing speed, security, and integration with external information environments.

To solve the problems of automated document processing, the approach of building custom GPTs
based on industrial engineering is more appropriate, as it allows flexible and efficient adaptation of
LLMs to specific tasks without the need for resource-intensive retraining.

The generalized information model of the custom GPTs can be represented as a system of sets:

GPTs=⟨ Mb ,Cs , Sc , Is ⟩ ,
where:
Mb — set of parameters of the base model;
Cs  — set of contextual settings;
Sc  — set of security constraints;
Is  — set of integration settings.
The central  element of a custom GPT is the base model M, which determines its  ability to

recognize, analyze, and generate text. The choice of the model determines the amount of knowledge
and quality of the model's answers, contextual understanding of the text and its coherence, and
performance in tasks requiring in-depth analysis. 

Components of the basic model are

Mb=⟨Ua , Lcw , Ml ⟩ ,
where:
Ua — is the architecture of the underlying model (e.g., Llama 3, GPT-4, Mistral 7B, etc.) that

determines the computational complexity;



Lcw — is the length of the context window that limits the maximum amount of text to be analyzed
(e.g., 8K-16K tokens);

Ml — is a learning mechanism.
Contextual settings Cs are responsible for the behavior of GPTs when interacting with the user.

These settings determine which task will be solved, how it will be solved, what the model receives as
input, and how the should be presented.

Cs=⟨Ps , Lg , Fd ,Om ,Tg ⟩,
where:
Ps  —system prompt that defines the behavior of the model;
Lg — language of the interface and reporting documents;
Fd  — set of supported document formats (PDF, DOCX, TXT, etc.);
Om — mode of operation (generative or analytical);
Tg — generation temperature (determines the level of creativity of the response).

Contextual settings are key tools for controlling the behavior of custom GPTs. They determine
how accurately and relevantly the model processes queries; what form of response it provides; how
deeply it analyzes the content.

Security constraints are a critical component of specialized GPTs, as they ensure ethical, reliable,
and confidential handling of textual data. In modern AI systems, security covers a wide range of
measures aimed at preventing their malicious use, protecting confidential data, filtering unwanted
content, and monitoring compliance with corporate standards.

Sc=⟨Qb ,Cr , Mm ⟩,
where:
Qb  — blocking incorrect requests (screening out manipulative, dangerous requests);
Cr — confidentiality restriction (prohibition of storing or transmitting confidential information);

Mm — moderation mechanism (automatic filtering or manual control).
The  set  of  parameters  Is (integration  settings)  is  responsible  for  storage,  automation,  and

interaction with other systems. Integration of GPT with external services significantly expands its
capabilities.

Is=⟨ API , Rg , Ds ⟩,
where:
API   — API for collaboration; 
Rg — requirements for automatic report generation; 
Ds — parameters for connecting to databases or cloud services. 
Thanks to its integration capabilities, the model can work dynamically, scalably, and efficiently,

automating workflows, providing high-quality report generation, and providing access to up-to-date
data in corporate or cloud environments.

The created model allows you to structure all the key parameters that affect the operation of the
custom GPTs, identify the relationships between them, flexibly customize and adapt the model to
specific tasks. This significantly reduces the cost of preparing new configurations, which is especially
important for large-scale implementation.

3. Implementation

Creating custom GPTs (Generative Pre-trained Transformers) is the process of adapting large
language models to specific tasks, which allows automating complex processes, from data analysis to
content generation. Such models can be developed and implemented on different platforms, each of
which offers unique capabilities, limitations, and target audience. A number of factors determine the
choice of platform: from technical complexity to security and localization requirements.



Today, there are several key approaches to creating such models. Cloud-based solutions such as
OpenAI GPTs or Microsoft Azure OpenAI offer intuitive interfaces for non-technical users [22]. They
allow for quick model setup through text instructions and data uploads, but require constant access to
the Internet and have privacy restrictions. 

For organizations that work with sensitive information, local solutions such as Hugging Face
Transformers or OLLAMA are more appropriate. These tools allow you to deploy models on your
own hardware,  which provides full  control  over the data,  but  requires technical  expertise and
resources. The features of platforms for creating custom GPTs are presented in Table 1.

Table 1
Platforms for creating custom GPTs

An important aspect for Ukrainian users is native language support. For those looking for a
balance between flexibility and simplicity, hybrid solutions like LangChain are ideal, as they allow for
the integration of different AI models into a single pipeline.

The cost also plays a crucial role. Free tools (OLLAMA, local Hugging Face model) are suitable for
startups or educational projects, while cloud services (Azure, OpenAI) require constant investment.

The technological stack of the software implementation of the system provides flexibility and
scalability. The Python language, which allows for the efficient integration of artificial intelligence
libraries and data analysis tools, forms the basis of the server side. The client side is implemented
using the React library. The server logic is based on the Django framework. The relational database
MySQL was chosen to store and manage data [23].

Criterion OpenAI 
GPTs

Hugging 
Face

MS Azure 
OpenAI

OLLAMA LangChain

Local 
Implementation

Cloud-
based 
(None)

Possible (own
servers)

Cloud-based 
with private 
instance

Fully local
Depends on 
integration

Customization 
Tools

Prompts + 
data 
upload

Model fine-
tuning

Fine-tuning 
via Azure ML

Local 
model fine-
tuning

Modular 
architecture

Complexity
Low (no-
code 
interface)

High 
(requires 
ML/Python 
expertise)

Medium 
(Azure 
expertise 
needed)

High 
(DevOps 
skills 
required)

Medium (for 
developers)

API REST API, 
Webhooks

Python/REST 
API

Azure Cloud 
integration

REST API 
(self-
hosted)

Python/JS

Security Cloud 
storage 
(OpenAI)

Full control 
(local)

High (GDPR, 
ISO 
compliant)

Maximum 
(data stays 
on-
premises)

Depends on 
infrastructure

Ukrainian 
Support

Limited 
(via 
prompts)

Yes (via 
model fine-
tuning)

Limited 
(similar to 
OpenAI)

Possible 
(with 
Ukrainian 
models)

Depends on 
model

Cost From 
$0.03/1K 
tokens + 
$20.0 GPT 
Builder

Free (local) / 
from $0.005 
(cloud)

From 
$0.03/1K 
tokens + 
Azure costs

Free 
(hardware 
costs)

Free library

Target
Audience

Non-
technical 
users

ML engineers,
researchers

Corporations,
government 
agencies

Technical 
experts Developers



The  figure 4 shows  a  high-level  workflow  diagram  of  a  part  of  an  application  program
collaboration. The user initiates the interaction by uploading a document and choosing the type of
verification through the interface. The user interface transmits data to the system core (model),
which is responsible for processing business logic: it checks the correctness of the input data, formats
the request, and prepares the context for further analysis. After that, the call controller uses the API
to redirect the request to a custom GPTs - a specialized model trained to perform a certain type of
verification. The custom GPTs interacts with the underlying large-scale language model, which
generates a response based on the data received. The result of the LLM's work is returned through a
chain of callbacks: first to the custom GPTs for additional processing, then to the controller that
converts the data into a convenient format, then to the system kernel to generate a report file and
enter the information into the database, and finally to the user interface.

Figure 4: High-level diagram of the application workflow 

4. Computational experiment

To evaluate the effectiveness of the developed system of custom GPTs, a series of experiments were
conducted to verify the competition documentation of student research papers. The experiment
involved student papers of the All-Ukrainian competition of scientific papers, in which one of the
authors participated as a jury member (2021). Introducing certain deviations in the formatting of the
papers allowed us to expand the set of initial data. The study compared the results of an automated
check with an expert assessment. The experiment involved local implementations of GPTs based on
the following models: Llama3 8B, LLaVA Llama3 8B, Phi-3 3.8B. The experiments conducted in three
stages. At the first stage, a group of experts manually evaluated the documents, identifying errors in
the design according to predefined criteria. At the second stage,  the custom GPT analyzed the
documents.  The model  automatically identified deviations and generated a report  detailing the
errors. At the third stage, the results of the automated check compared with expert opinions to assess
the accuracy of error detection. To evaluate the model performance, metrics such as precision, recall,
and F1 measurement were used. The speed of verification was analyzed in comparison with manual
verification. The models used hints and regulatory documents. The experimental results are given in
Table 2.



Table 2
Model performance indicators

A comparative analysis showed that custom GPTs models clearly outperform humans in terms of
document processing time. The accuracy of their work is not much different from that of humans,
although people also make mistakes. The efficiency of GPTs models depends significantly on the
quality of the samples, which makes it possible to improve them further.

A hybrid model that combines the method of sequential analysis of variants with a cascade of
specialized GPTs was also experimentally tested. The SAV scheme consisted of three stages: the first
one was checking for structural compliance; the second one was checking for compliance with
formatting requirements; and the third one was checking for correctness of the literature. The set of
GPTs is based on LLM Llama3 8B (local version). The obtained results demonstrate that the method
scheme works correctly, and the set of documents becomes smaller from stage to stage. Generalized
performance indicators of the hybrid model:

 F1-mean of the hybrid model: 92% (compared to 89% in the manual test).
 Total processing time for 86 papers: 12 minutes (expert review - 29 hours at the rate of 20

minutes per review of one work by an expert). 
 Errors of the second kind: papers with partial violation of the paper structure passed the filter;

in the several cases, minor technical errors in the list of references caused the deviation of the
works.

Thus, the hybrid approach proved to be viable and efficient, combining the advantages of artificial
intelligence with the logic of sequential analysis, which makes it promising for scaling in large
scientific competitions.  To improve the model,  it  is  necessary to expand the training data and
optimize the custom GPTs.

5. Conclusion

The paper proposes an innovative approach to automating the management of student competition
documents using a hybrid model that integrates the Sequential analysis of variants method with custom
GPTs.  The study demonstrates  that  the  combination of  these  technologies  allows for  effective
filtering  of  documents  at  the  preliminary  review stage,  significantly  reducing  processing  time
compared to manual expert evaluation. The key advantage of the proposed approach is a structured
multi-stage  verification,  where  each  stage  corresponds to  a  specific  criterion  (formatting,
structuredness,  bibliography,  etc.),  which ensures  objectivity,  transparency and scalability  of  the
process. 

The experimental results confirm the rather high accuracy of custom GPTs, which makes them
competitive alternatives to the existing technology. 

The practical  value of  the study lies  in the fact  that  the proposed approach opens up new
opportunities  for  the  digitalization  of  scientific  competitions,  making  them  more  accessible,
objective, and effective in a global context. 

Model Precision Recall F1-score Time

Experts 97% 89% 93% 900-1200s

Llama3 8B 95% 88% 90% 41.898s (8.66 tok/s) 

LLaVA Llama3 8B 92% 85% 89% 57.920s (8.63 tok/s)

Phi-3 3.8B 87% 78% 89% 39.711s (8.88 tok/s)



A promising direction for the development of the study is the development of a mathematical model
of the competitive procedure for using an adaptive approach to determine the criticality of violations
found in the competition documentation.

Declaration on Generative AI

The authors have not employed any Generative AI tools.
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