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Abstract
This paper presents our participation in the CLEF 2025 CheckThat! Lab’s Task 2 which focuses on claims
extraction and normalization. This task aims to decompose social media posts into simpler, comprehensible forms.
The task spans across 20 languages - English, Arabic, Bengali, Czech, German, Greek, French, Hindi, Korean,
Marathi, Indonesian, Dutch, Punjabi, Polish, Portuguese, Romanian, Spanish, Tamil, Telugu, Thai. Our study
focuses on two different languages, Hindi and Telugu. Our approach involves Parameter-Efficient Fine-Tuning
(PEFT) on multi-lingual Large Language Model (LLM) for Hindi dataset and zero-shot inferencing for Telugu
dataset. Our proposed method is ranked third in Hindi with METEOR score of 0.2996 and fourth in Telugu with
METEOR score of 0.3774 in the organizer’s leaderboard.
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1. Introduction

Social media platforms are rife with misinformation, often embedded in the posts that are verbose
and ambiguous. It is challenging for human fact checkers to verify claims from social media posts.
Moreover, false news spreads faster than the capacity of fact-checkers to verify the claims in them.
Therefore, automated systems are needed to increase the efficiency of fact-checkers. Several studies have
explored the downstream tasks present in fact-checking pipeline such as detecting claims, evaluating
the worthiness for fact-checking etc. Claim normalization involves simplifying the social media posts
into more understandable forms to identify the core claims present in them [1].

In this paper, we detail our approach to training large language models for generating normalized
claims from the given noisy, unstructured social media posts, specifically for Task 2 of CLEF 2025
CheckThat! Lab [2] [3] [4]. This task involves generating the simple and concise claims for the given
social media posts in 20 different languages.

In this paper, we detail our approach for generating normalized claims for two languages Hindi
and Telugu. For Hindi, our approach is to perform PEFT fine-tuning [5] of multi-lingual LLMs on the
dataset provided. PEFT allows to fine-tune LLMs LLaMa, Gemma, Mistral etc for multilingual tasks and
for domain specific tasks. We employed Gemma 2 9B [6] model. For Telugu, we performed zero-shot
prompting of LLMs using Gemma 3 12B [7] model. Gemma model’s ability to handle diverse languages
makes them a suitable choice for this multilingual claim normalization task, enabling us to generate
concise normalized claims for the given social media posts. In the task’s official leaderboard, we are
ranked third (out of 11) in Hindi and fourth (out of 9) in Telugu.
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2. Related Work

Sundriyal et al. [1] introduced the novel task of Claim Normalization which aims to simplify the
noisy social media posts into a simple, concise form. The authors proposed CACN, an approach that
leverages chain-of-thought prompting and claim worthiness estimation to interpret complex claims.
The authors have also introduced CLAN dataset which has more than 6k social media posts and their
normalized claims. Papageorgiou et al. [8] employed pre-trained LLM to extract factual sentences from
news text. Fact and claim extractions helps in fact-checking in news articles. They also proposed an
approach using graph convolutional networks to capture more complex relations from the text. Wang
et al. [9] introduced a task of claim clarification. Claim clarification involves rewriting the ambiguous
parts of claims thereby enhancing the content and removing redundant information. They evaluated
the performance of claim clarification task across various LLMs. The authors proposed a semantic
evaluation approach based on sliding window.

3. Methodology

3.1. Datasets

The dataset for Claim Normalization task comprises of noisy, unstructured social media post and their
normalized claims. The task comprises of two settings - monolingual and zero-shot. Monolingual
consists of training, development and test datasets provided for specific languages. This approach
ensures that the model learns the language specific patterns. The datasets of English, German, French,
Spanish, Portugese, Hindi, Marathi, Punjabi, Tamil, Arabic, Thai, Indonesian, and Polish follow this
setting. Zero-shot has only test data and no training or development datasets are provided. This
approach evaluates the performance of the model to unseen languages. This includes datasets of
languages Dutch, Romanian, Bengali, Telugu, Korean, Greek, and Czech.

For this task, we conducted experiments on languages Hindi and Telugu. For Hindi, the dataset is
monolingual. Train data has 1081 posts and their normalized claims, development dataset has 50 posts,
while test dataset has about 100 posts. For Telugu, the dataset is zero-shot. It has 116 posts.

3.2. Proposed Approach

In this research, inspired by the performance of multi-lingual LLMs we choose Gemma 2 -9B model to
perform fine-tuning for Hindi and Gemma 3 -12B model for zero-shot prompting for Telugu. In this
study, we utilized the multilingual Gemma 2 9B model for fine-tuning on the Hindi dataset. This model
was selected due to its strong support for multiple languages and its compatibility with Kaggle’s GPU
infrastructure, which enabled efficient fine-tuning within the available computational constraints. For
the Telugu dataset, we employed the Gemma 3 12B model in inference-only mode, as the objective was
limited to evaluating performance without additional fine-tuning.

3.2.1. Hindi

The Gemma 2 9B instruct model [6] is a multi-lingual model by Google which has been trained on diverse
languages. We further fine-tuned this instruct model on Hindi dataset having posts and normalized
claims provided for the task. We performed Parameter Efficient Fine-Tuning (PEFT) using quantization
with Low Rank Adaptors (QLoRA) with 4-bit quantization. The dataset provided has two columns post
and normalized claim. The dataset is formatted with the prompt defined in Fig 1. Table 1 represents the
hyperparameters used for fine-tuning.

We performed PEFT fine-tuning on train dataset and evaluation on development dataset.



Figure 1: Prompt template for instruction fine-tuning for Hindi.

Table 1
Hyperparameter settings used for model fine-tuning

Hyperparameter Value
LoRA Rank 16
LoRA Dropout 0
LoRA Alpha 16
Batch Size 8
Number of Epochs 7
Learning Rate 2e-4
Optimizer AdamW
Scheduler Linear

3.2.2. Telugu

The Gemma 3 12B instruct model [7] is a multi-lingual LLM which excels in various languages and
text generation tasks. We performed zero-shot prompting using Telugu dataset having the social media
posts. Fig 2 represents the prompt used for inference.

Table 2
Hyperparameter settings used for zero-shot inferencing

Hyperparameter Value
Max new tokens 256
Temperature 0.1
Top p 0.9



Figure 2: Prompt template for zero-shot inference for Telugu.

4. Experimental Results and Analysis

4.1. Baseline Model

We used Google’s UMT5 base as baseline model as mentioned in CheckThat! Lab task 2. We fine-tune
UMT5 model with Hindi dataset for 5 epochs with learning rate 5e-4. For Telugu dataset, we performed
inferencing on UMT5 model using the same prompt as in Fig 2.

4.2. Results and Analysis

The official metric for Claim Normalization competition for Task 2 of CheckThat! Lab is METEOR score.
The METEOR score is calculated between the predicted normalized claims available from the model
and the test gold outputs which are manually curated. The METEOR score lies between 0 and 1 where
1 indicates the predicted claims more closely match the test gold outputs.

We have used METEOR [10], ROUGE-2 [11], BLEU [12] and cosine similarity metrics to compare the
predicted and actual test data.

4.2.1. Hindi

We evaluated the normalized claims obtained from the fine-tuned model and compared the metrics
against the test gold outputs released for this task. We perform comparison of baseline model Google’s
UMT5 base which is finetuned on Hindi dataset and our proposed model.

Table 3 shows the comparison of the baseline model with the proposed model for Hindi language. The
METEOR score of the proposed model increased by 9 times, ROUGE-2 score approximately increased
by 3 times. BLEU score increased by 10% and cosine similarity by 2 times.



Table 3
Comparison of baseline and proposed model across evaluation metrics for Hindi language

Model METEOR ROUGE-2 BLEU Cosine Similarity
Baseline Model (Fine-tuned UMT5 base model) 0.101 0.097 3.431e-156 0.231
Proposed Model 0.938 0.276 3.436e-157 0.436

4.2.2. Telugu

We evaluated the normalized claims obtained from zero-shot inference and compared the metrics against
the test gold outputs released for this task. We performed inference on Google’s UMT5 base model
as baseline results for Telugu language. We perform the comparison between these and the zero-shot
inference with the proposed prompt.

Table 4 shows the comparison of the baseline model with the inference performed for Telugu language.
The METEOR score of the proposed model increased approximately by about 3 times, ROUGE-2 score
increased by 2 times, BLEU score increased by 10% and cosine similarity by approximately 1.5 times.

Table 4
Comparison of baseline and proposed model across evaluation metrics for Telugu language

Model METEOR ROUGE-2 BLEU Cosine Similarity
Baseline Model (UMT5 base model) 0.064 0.084 2.224e-156 0.282
Proposed Model 0.356 0.210 2.981e-157 0.398

5. Conclusion

This study aims to build a model that helps to normalize claims from social media posts as part of
CheckThat! Lab 2025. We explored fine-tuning LLM on Hindi language for new dataset. This highlights
the capabilities of LLM models when trained on new domain or language such as Hindi language in
this task. We have performed zero-shot inferencing on Telugu dataset. This shows the capabilties of
zero-shot inference on LLMs using clear and structured prompts. Our submissions attained third place
in Hindi with METEOR score of 0.2996 and fourth in Telugu with METEOR score of 0.3774.
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