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Abstract
This study presents an advanced approach for predicting human preferences and generating explanations in large
language models (LLMs) within the context of the “Preference Prediction” task of ELOQUENT Lab 2025. We im-
plemented techniques such as Few-Shot Learning, Auto Chain-of-Thought (Auto-CoT), and Retrieval-Augmented
Generation (RAG), evaluating multiple pre-trained models, from LLaMA-3 to distilgpt2. The system developed by
the VerbaNexAI team achieved first place in the competition, standing out for its high performance in both safety
(94.15%) and truthfulness (75.16%) criteria. The strategic selection of semantically relevant examples and the inte-
gration of external retrieval methods improved accuracy and explanatory coherence, even in lightweight models.
The results validate the effectiveness of the proposed approach and highlight opportunities for improvement in
aspects of naturalness and overall quality, thus laying a solid foundation for future research focused on aligning
automatic evaluations with human judgments.
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1. Introduction

Large-scale language models (LLMs), such as GPT, LLaMA, and Claude, along with other recent de-
velopments, have revolutionized the field of natural language processing (NLP) by demonstrating a
remarkable ability to generate coherent, relevant, and contextually appropriate texts [1][2][3]. Thanks
to these advances, it is possible to increasingly sophisticated architectures, massive datasets, and more
refined training methods, such as reinforcement learning from human feedback (RLHF)[4]. However,
despite these progresses, LLMs still face critical limitations, such as the occasional generation of inaccu-
rate, ambiguous, or unfounded responses, a phenomenon known as hallucinations, which undermines
user trust in sensitive applications like medicine, law, or education. These kinds of errors highlight the
need to evaluate not only the generated content but also its alignment with human expectations and
judgments, which constitutes one of the significant current challenges [5].

In this regard, evaluating the quality of responses generated by models is not a trivial task, as it involves
subjective and multifaceted dimensions of human communication, such as content relevance, language
naturalness, information truthfulness, response safety (especially regarding harmful or misleading
content), and overall text quality. Automatic evaluation based solely on traditional quantitative metrics
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is insufficient to capture these nuances. Therefore, predicting human preferences has been proposed as
an alternative, more aligned with the practical goals of these technologies. Nonetheless, this approach
also faces significant challenges, such as interhuman variability in judgments, ambiguity in evaluative
criteria, and the need for models not only to predict preferences but also to clearly explain the reasons
behind their decisions, a crucial feature for fostering transparency, traceability, and trust in intelligent
systems [6].

In this context, the "Preference Prediction" task of the ELOQUENT Lab 2025 emerges as a pioneering
initiative specifically designed to address these challenges. The primary objective is to evaluate the
capacity of LLMs to distinguish between two responses generated by different models, based on which
one more closely aligns with human preferences expressed across five fundamental criteria: relevance,
naturalness, truthfulness, safety, and overall quality. Additionally, this task requires models to generate
automatic explanations justifying their choices, thus promoting the development of self-explanatory
systems aligned with human values. In this work, we implemented advanced prompting strategies, fine-
tuned hyperparameters, and combined architectures to optimize preference prediction and explanation
generation [7][8]. As a result of this approach, the team achieved first place in the competition,
which represents a significant performance given the demands of the challenge. The source code
and the experiments conducted are publicly available through the repository: 1, contributing to the
reproducibility and continuity of research in this emerging area.

2. Related Work

In recent years, various studies have focused on the automatic evaluation and modeling of human
preferences for responses generated by language models. These studies have explored methods to
assess quality, coherence, and alignment with human preferences, addressing different methodological
approaches and advanced techniques. A study evaluated the ability of five LLMs (GPT-4, GPT-3.5,
LLaMA 2, MedAlpaca, and ORCA_mini) to answer patient questions about laboratory test results
obtained from Yahoo! They employed techniques such as question classification with BERT, response
generation with LangChain, and automatic evaluation. They highlighted that GPT-4 provided more
accurate, relevant, and safer answers than the other models and human responses [9]. In another
study, authors proposed a technique to detect hallucinations in language models (LLMs) through
semantic entropy, which measures the uncertainty at the meaning level of the generated responses.
They developed an unsupervised method that groups multiple model responses according to their
meaning and calculates their entropy to identify confabulations [10].

Similarly, a study proposed a strategy called LLM-Rsum, which enhances long-term dialogue memory
in language models by recursively generating summaries. They used iterative memory generation and
memory-based response generation. The technique helped with the consistency and quality of responses
in extended dialogues [11]. In a study, researchers evaluated whether large language models (LLMs) can
serve as qualified reviewers to assess the originality of scientific articles using zero-shot learning. They
designed a customized prompt for models such as GPT-4, GPT-3.5, Mixtral, and LLaMA-2 to generate
scores, types, and descriptions of originality [12]. Likewise, another study evaluated whether LLMs
can act as reviewers of scientific originality under zero-shot learning. They implemented quantitative
and qualitative evaluations using two datasets: the Nobel Prizes and the disruption index. They used
statistical analysis showing that models like GPT-4 and Mixtral outperform others in distinguishing
levels of originality [13]. A study evaluated six large language models (LLMs) on software testing tasks,
including test case generation, bug tracking, and bug localization, across 12 open-source projects. They
introduced the follow-up question technique to improve bug detection, observing that models like
ERNIE Bot and GPT-4 had the best performance [14].

In a study, authors developed AcupunctureGPT, an LLM model specialized in acupuncture diagnosis,
which they fine-tuned using real clinical data from patients. To improve the accuracy in diagnosing
similar diseases, they proposed the Generated Knowledge Filter Prompting (GKFP) technique. To
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evaluate the responses at a semantic level, they designed the Sentence Similarity Evaluation Module
(SSEM) in conjunction with the SAEFM module [15]. A study proposed a security system for LLMs that
prevents hallucinations and injection attacks through a multi-layered approach. They used techniques
such as Cross-LLM, eligibility scoring, VectorDB, and Retrieval-Augmented Generation (RAG) to detect,
filter, and validate the generated responses [16]. Similarly, research compared OpenAI’s GPT-4 with
Google AI through a comprehensive evaluation based on carefully designed instructions. They assessed
eight key capabilities: translation, text generation, truthfulness, creativity, intellectual reasoning,
sarcasm detection, sentiment classification, and deception avoidance. To this end, 80 specific prompts
were formulated (10 per category), applied to both models and passed to a human panel and statistical
analysis for evaluation. Writers used techniques such as prompt engineering, categorized evaluation,
and transformer architecture analysis to study behavior and performance. The results showed that
GPT-4 outperformed Google AI in most capabilities, except in sarcasm detection, where Google AI
performed better [17].

3. Data

In the methodology implemented in this research, various prompting techniques were employed, along
with multiple large language models (LLMs), within the framework of Task 4 - Preference Prediction,
part of the ELOQUENT initiative, which evaluates the quality of generative language models. The
competition organizers provided the data used, which consisted of two sets: a training set comprising
99 instances and a test set with 1,247 cases. They structured each record around a unique identifier (id).
This instruction guides text generation (instruction) and provides two responses generated by different
models (output_a and output_b). Additionally, the training set includes human evaluations of each pair
of responses based on five key criteria: relevance, naturalness, truthfulness, safety, and overall quality.
For each of these criteria, they provided both the selected preference and a detailed textual explanation
justifying the choice. This design enables the training of models that are not only capable of predicting
the response preferred by humans but also of generating coherent explanations aligned with human
judgments.

4. Architecture

Figure 1: Architecture system.

We presented the methodology implemented in this study in a general manner in Figure 1, which
illustrates the complete flow of the system developed for predicting human preferences based on
responses generated by language models. This diagram summarizes the main stages of the process,
including prompt design, the incorporation of techniques such as Few-Shot, Retrieval-Augmented
Generation (RAG), and Auto-CoT, as well as the use of pre-trained models in the training phases. Each
of these components is described in detail below to provide a clear and structured understanding of the
proposed approach.



4.1. Prompt Design

The prompt design was carefully structured to clearly and explicitly outline the instructions that the
model had to follow during the evaluation. The task consisted of evaluating the responses generated by
two artificial intelligence assistants based on five specific criteria: Relevance, Naturalness, Truthfulness,
Safety, and Overall Quality. To facilitate the model’s understanding and enhance its inference capabilities,
compressed examples of similar situations were provided, using a pre-trained summarization model
facebook/bart-large-cnn [18]. This process enabled a reduction in the total number of tokens
without compromising key information, resulting in more efficient and effective prompts to guide the
model in evaluating the provided responses.

4.2. Pre-trained Models Used

During the evaluation process, we employed several pre-trained models to compare and determine the
relative effectiveness of each. Initially, the model meta-llama/llama-3.3-70b-instruct:free
was implemented, serving as the foundation for the first tests. Subsequently, to validate and contrast
the results, additional tests were conducted with less robust models that require fewer computational re-
sources, such as meta-llama/Llama-3.2-1B-Instruct. Lighter alternatives, such as distilgpt2,
were also evaluated, which are ideal for environments with limited resources. This broad range of
models allowed for a clear identification of differences in performance, evaluation quality, and compu-
tational efficiency, thus providing key information for selecting the most appropriate model depending
on the usage context [19].

4.3. Few-Shot + RAG Technique

The Few-Shot technique, combined with Retrieval-Augmented Generation (RAG), was applied to improve
the accuracy and relevance of the generated responses significantly. This strategy initially involved
selecting examples from the training set based on semantic similarity calculated using embeddings
generated with the all-MiniLM-L6-v2 model. Then, we compressed each of these examples using
summarization techniques, allowing for the integration of key information from multiple examples in a
more compact space. Finally, these compressed examples were included in the prompts used during the
evaluation of test cases, thus improving the guidance provided to the model for generating coherent
and contextually appropriate responses.

4.4. Few-Shot Technique without RAG

In parallel, we explored a more traditional Few-Shot learning technique without incorporating additional
elements such as augmented retrieval. In this case, the examples from the training set were selected
based on semantic similarity. This approach enabled a direct comparison with the method combined
with RAG, providing valuable insights into the actual impact of incorporating advanced techniques,
such as RAG, on the quality of the generated evaluations.

4.5. Auto Chain-of-Thought (Auto-CoT) Technique

We implemented the Auto Chain-of-Thought (Auto-CoT) technique to encourage the automatic genera-
tion of detailed explanations through step-by-step intermediate reasoning. This method was based on
the use of KMeans clustering applied to embeddings generated for instructions from the training set.
From each generated cluster, we selected representative examples to serve as step-by-step demonstra-
tions (chain-of-thought) to guide the model during evaluation. These detailed explanations not only
improved the transparency of the evaluation process but also facilitated a deeper understanding of the
model, thereby enhancing the coherence and overall quality of the generated responses.



4.6. Evaluation using OpenRouter API

An essential part of the experimental process was the evaluation using the OpenRouter API, specif-
ically employing the meta-llama/llama-3.3-70b-instruct:free model. This approach fully
leveraged the computational capacity and generative power offered by a robust cloud-hosted model.
The implementation of this complementary technique enabled a broad and detailed comparative eval-
uation, providing an additional perspective on the relative effectiveness of different approaches and
configurations in terms of accuracy, relevance, and overall response quality.

4.7. Evaluation Metrics

Finally, to rigorously validate the effectiveness of the techniques employed, various evaluation metrics
were calculated both at the level of each criterion and globally for the entire set. The metrics considered
included precision, accuracy, recall, and F1-score. Additionally, the explanatory quality generated by
each technique was assessed through direct semantic comparison between the generated and actual
explanations, using embeddings from the all-MiniLM-L6-v2 model. This additional evaluation
provided an objective and quantitative measure of the level of coherence and explanatory adequacy
generated by the applied methods.

5. Experiments Conducted and Training

First, the automatic prompting technique based on chain-of-thought reasoning (Auto-CoT) was applied
using the large-scale model meta-llama/llama-3.3-70b-instruct. This model, with 70 billion
parameters, stands out for its advanced reasoning capabilities and coherent text generation, making it
an ideal candidate for complex tasks such as predicting human preferences and generating explanations.
As shown in Table 1, the use of Auto-CoT with this model achieved competitive metrics, obtaining an
accuracy of 0.6733 with 4 clusters and 0.6632 with 8 clusters. Furthermore, the semantic similarity scores,
which reflect the quality of the generated explanations, were also high, 0.5901 and 0.6024, respectively,
indicating that the model not only predicts accurately but also provides reasonable justifications aligned
with human evaluation criteria.

Subsequently, we implemented the Few-Shot prompting technique with the same robust model
in scenarios where we provided one to four representative examples to guide generation. Due to
OpenRouter API limitations and the computational load of this model, it was not possible to evaluate
more examples per instance. To optimize performance, we strategically selected examples using semantic
similarity metrics, specifically those with the highest semantic closeness to the input instruction. Table 2
presents the results, where it is evident that the best performance was achieved with four carefully
selected examples, reaching an accuracy of 0.7333 and an F1 score of 0.7202, along with the highest
semantic similarity of 0.6215. It demonstrates that the model significantly benefits from well-chosen
examples, which improve both prediction and the quality of explanations.

To evaluate the influence of example selection, we replicated the experiment using randomly selected
examples, maintaining the same large model meta-llama/llama-3.3-70b-instruct. As shown
in Table 3, using four random examples led to a notable decrease in performance compared to examples
selected by similarity: the F1 score dropped from 0.7202 to 0.6762, and accuracy fell from 0.7333 to 0.6733.
This difference highlights the importance of the example selection strategy in the Few-Shot approach,
as poorly aligned examples tend to introduce noise rather than provide proper context, negatively
affecting both prediction and the model’s explanatory generation.

Since the Few-Shot approach with four selected examples achieved the best results with the robust
model, the possibility of replicating this strategy in lighter models that require less computational
capacity, such as distilgpt2 and meta-llama/Llama-3.2-1B-Instruct, was explored. However,
the results obtained were significantly lower, as also shown in Table 2. DistilGPT2 achieved an F1 score
of just 0.5132 and a semantic similarity of 0.3567. At the same time, the LLaMA-1B model showed a slight
improvement with F1 0.5319 and semantic similarity 0.3849. It suggests that, although smaller models



can perform basic predictions, their ability to capture nuances and generate high-quality explanations
is limited, partly due to the reduced number of parameters and lower contextual richness.

To mitigate this limitation and improve the performance of lightweight models, the Retrieval-
Augmented Generation (RAG) technique was incorporated, combining it with the Few-Shot
approach. This strategy, applied to the LLaMA-1B model along with the retrieval model
facebook/bart-large-cnn, significantly improved the results, as seen in Table 4. Accuracy in-
creased to 0.5667, and the semantic similarity score reached 0.5534, clearly surpassing the performance
of lightweight models without RAG. It demonstrates that, although small models have inherent limi-
tations, they can substantially benefit from hybrid approaches that provide relevant external context,
improving both the accuracy of predictions and the coherence of generated explanations. Taken together,
the results confirm that while large-scale LLMs offer the best absolute performance, viable techniques
exist to enhance more efficient models in computationally constrained environments.

Table 1
Results using Auto-CoT prompting with LLMs (cluster-based explanations). Model 1:
meta-llama/llama-3.3-70b-instruct.

Model Accuracy Precision Recall F1 Score Semantic Similarity

Model 1 (4 clusters, 4 examples) 0.6733 0.6698 0.6733 0.6690 0.5901
Model 1 (8 clusters, 4 examples) 0.6533 0.7031 0.6533 0.6632 0.6024

Table 2
Results using Few-shot prompting with LLMs. Model 1: meta-llama/llama-3.3-70b-instruct,
Model 2: distilgpt2, and Model 3: meta-llama/Llama-3.2-1B-Instruct..

Model Accuracy Precision Recall F1 Score Semantic Similarity

Model 1 (2 examples) 0.7067 0.6997 0.7067 0.6873 0.5856
Model 1 (3 examples) 0.7333 0.7042 0.7333 0.7101 0.6062
Model 1 (4 examples) 0.7333 0.7211 0.7333 0.7202 0.6215
Model 2 (4 examples) 0.4578 0.6129 0.4578 0.5132 0.3567
Model 3 ( 4 examples) 0.4867 0.6302 0.4867 0.5319 0.3849

Table 3
Results using Few-shot prompting with four randomly selected examples (without semantic similarity).
Model 1: meta-llama/llama-3.3-70b-instruct.

Model Accuracy Precision Recall F1 Score Semantic Similarity

Model 1 (4 examples) 0.6733 0.6834 0.6733 0.6762 0.6044

Table 4
Results using Few-shot + Retrieval Augmented Generation (RAG). Model 3:
meta-llama/Llama-3.2-1B-Instruct and Model 4: facebook/bart-large-cnn

Model Accuracy Precision Recall F1 Score Semantic Similarity

Model 3 + Model 4 0.5667 0.5597 0.5667 0.5608 0.5534

6. Results

The official results presented in Table 5 correspond to Subtask 1: Preference Prediction and were
provided by the competition organizers. In this task, our team, VerbaNexAI, achieved an overall average



of 56.99%, standing out, particularly in the safety metric of 94.15% and the truthfulness metric of 75.16%,
which indicates a high capability of the system to generate safe responses aligned with verifiable
facts. Regarding relevance and overall quality, the scores were 45.91% and 39.42%, respectively, while
naturalness received a score of 30.29%, indicating that there is still room for improvement in aspects
related to the fluency and conversational style of the generated responses.

The performance of the system developed by our team, VerbaNexAI, demonstrates a remarkable
ability to correctly identify human preferences, especially in the key criteria of safety and truthfulness.
These results show that the model successfully avoids problematic content and maintains high factual
accuracy in its responses. The metrics associated with relevance and overall quality indicate that the
system is capable of adequately interpreting context and generating reasonable responses. However,
there are still areas where we can improve the precise identification of the thematic focus and the
prioritization of relevant information. On the other hand, the score obtained in naturalness suggests
that further adjustments are needed in linguistic and stylistic aspects to make the responses more
natural and closer to human language. Overall, the results validate the effectiveness of the proposed
approach and lay a solid foundation for future improvements to the system. It is worth noting that
the gap between the highest metrics of safety and truthfulness and the lower ones of naturalness and
overall quality reveals that the system tends to prioritize factual accuracy and safety over language
expressiveness. We could explain this tendency by the type of examples used in training and the prompt
configuration, which opens up specific opportunities for adjustment based on the evaluated criterion.

Table 5
Official results for Subtask 1: Preference Prediction.

Team Relevance Naturalness Truthfulness Safety Overall Quality Average

VerbaNexAI 45.91% 30.29% 75.16% 94.15% 39.42% 56.99%

The official results of Subtask 2, presented in Tables 6 , 7, 8 and 9, corresponding to the prediction
and explanation of human preferences, reflect the performance of the system developed by our team
VerbaNexAI across various evaluative dimensions. The main objective of this task was to predict
human preference between two responses generated by LLMs and to generate explanations aligned with
predefined criteria. We used four fundamental metrics for evaluation: accuracy, ROUGE-L, BERTScore,
and an automated judgment provided by an LLM model (GPT -4), which served as the evaluator. The
final score was determined by averaging the results for each metric and applying the Borda count
method to establish the overall ranking.

In terms of the truthfulness metric, an outstanding performance was achieved, with an accuracy
of 75.16% and a score of 38.14 from the LLM-as-a-judge evaluator. These results indicate that the
model effectively identified the most truthful response among the two options presented in most cases,
reflecting adequate alignment with the truth criterion from a human perspective. Likewise, we observed
high BERTScore values of 83.05, indicating that the explanations generated by the model remained
semantically close to the human references in terms of factual content.

On the other hand, in terms of the safety criterion, the system achieved the highest results within
the subtask, with an accuracy of 94.15% and an outstanding score of 82.82 in the automated judgment.
It demonstrates the system’s robustness in selecting responses that are not only coherent but also
minimize risks such as toxic language, biases, or inappropriate content. The high performance in
safety reinforces the robustness and reliability of the proposed approach, especially in contexts where
responsible text generation is critical.

Finally, although we observed more modest performances in criteria such as relevance and naturalness,
with average accuracy scores of 45.91% and 30.29%, respectively, the overall average per metric —
Accuracy: 56.99%, ROUGE-L: 20.04, BERTScore: 87.00, LLM-as-a-judge: 33.04 — placed the team in
first place in the overall ranking. In particular, the VerbaNexAI system obtained a total score of 34
using the Borda count method, which determined its final position in the official ranking. These results
reflect that, although there is room for improvement in aspects such as fluency and perceived relevance,



the system achieved high semantic coherence and solid explanations. Overall, the data support the
effectiveness of the proposed approach and provide a solid foundation for future optimizations in the
generation of explanations for human preferences.

Table 6
Accuracy (%) per evaluation criterion for Subtask 2.

Team Relevance Naturalness Truthfulness Safety

VerbaNexAI 45.91 30.29 75.16 94.15

Table 7
ROUGE-L scores per evaluation criterion for Subtask 2.

Team Relevance Naturalness Truthfulness Safety

VerbaNexAI 23.20 17.91 17.25 22.97

Table 8
BERTScore per evaluation criterion for Subtask 2.

Team Relevance Naturalness Truthfulness Safety

VerbaNexAI 87.43 87.49 83.05 88.04

Table 9
LLM-as-a-judge (GPT-4o) scores per evaluation criterion for Subtask 2.

Team Relevance Naturalness Truthfulness Safety

VerbaNexAI 17.71 16.91 38.14 82.82

7. Conclusion

This study addressed the critical challenges related to evaluating large language models (LLMs), fo-
cusing on predicting human preferences and generating transparent explanations aligned with those
preferences. Participation in the "Preference Prediction" task of the ELOQUENT Lab 2025 allowed us
to demonstrate the remarkable ability of the system developed by our team, VerbaNexAI, to select
appropriate responses according to criteria defined by humans, especially in fundamental aspects
such as safety and truthfulness. These results highlight the model’s robustness in prioritizing content
aligned with human values, factual accuracy, and ethical standards. The study validated the effective-
ness of advanced prompting techniques, notably Few-Shot learning, Retrieval-Augmented Generation
(RAG), and the Auto Chain-of-Thought (Auto-CoT) technique through systematic experimentation. We
demonstrated the importance of strategically selecting semantically relevant examples, resulting in a
significant improvement in the model’s performance. Furthermore, the integration of external retrieval
methods (RAG) significantly enhanced the performance of lighter models, offering an effective strategy
to maintain efficiency without sacrificing explanatory quality.

However, the system presented areas for improvement in aspects related to the naturalness and overall
quality of the generated responses. It indicates the need for further enhancements in linguistic fluency
and conversational style to achieve responses that more closely resemble natural human language. In
this regard, enhancing the semantic richness and thematic accuracy of the generated texts represents
a promising line for future research and development. Therefore, this research contributes to the



advancement of the field of natural language processing by proposing methodologies that help bridge
the gap between automatic evaluations and more nuanced human judgments. The results obtained
provide a solid foundation for future improvements aimed at perfecting the quality of communication
generated by language models, highlighting specific paths to optimize both the accuracy and naturalness
of the generated responses.
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