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Abstract

Gastrointestinal (GI) image analysis is critical for early diagnosis and treatment of GI diseases, which remain a
leading cause of global morbidity and mortality. Visual Question Answering (VQA) in medical imaging enables
interpretable and interactive Al systems to support clinical decision-making. This paper presents our submission
to the ImageCLEFmed 2025 MedVQA task, which targets medical VQA on gastrointestinal endoscopic images
using the Kvasir-VQA dataset. We evaluate two primary approaches: (1) a multimodal Chain-of-Thought (CoT)
reasoning framework that decomposes questions into interpretable reasoning steps, and (2) a simple fine-tuning
strategy on large-scale generative models. Extensive experiments across multiple vision-language models,
including Qwen2-VL and BLIP2, show that fine-tuning significantly outperforms CoT in both validation and
test settings. Our best-performing model, achieves a METEOR score of 50 on the test set. We also carried
out qualitative and quantitative analysis to demonstrate the strengths and weaknesses of our best performing
approach, and hence suggesting some insights to tackle the most challenging aspects in the Kvasir-vqa task.
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1. Introduction

Gastrointestinal (GI) image analysis is crucial due to the high prevalence and mortality of GI diseases,
particularly cancers, which account for millions of new cases and deaths globally each year. Early and
accurate detection through endoscopic imaging can significantly reduce these numbers, yet human
performance variability often leads to diagnostic oversights, such as the 20% polyp miss-rate in colono-
scopies [1]. With the unprecedented development in Artificial Intelligence (AI) systems, Al-enabled
medical support systems offer a promising solution by enhancing diagnostic accuracy and consistency.
In particular, Visual Question Answering (VQA) serves as a vital interface, allowing experts to interact
with medical images through natural-language queries, thereby improving interpretability and decision-
making. Furthermore, synthetic data generation plays a pivotal role in overcoming the data scarcity
challenge in medical Al by augmenting datasets with realistic and diverse examples that support robust
model training. Similar to previous initiatives such in [2], the ImageCLEFmed 2025 MedVQA challenge
[3] contributes to address the aforementioned challenges using the recently introduced HyperKvasir
dataset [1], which serves as a benchmark for addressing the task of Visual Question Answering on
gastrointestinal data and GI synthetic image generation.

In this paper, we report our findings in addressing the Medical Visual Question Answering (MedVQA)
task. It aims to generate accurate answers to clinical queries based on medical images. In particular,
the ImageCLEFmed 2025 MedVQA task is of high relevance for improving gastrointestinal diagnostic
processes.
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2. Related Work

2.1. MedVQA Approaches

MedVQA has gained significant attention as a critical task in biomedical Al, requiring models to
generate accurate textual answers conditioned on visual medical images. Early MedVQA Approaches
addressed tasks with limited annotated data. For example, [4] proposed a framework combining
Convolutional Denoising Auto-Encoders (CDAE) and Model-Agnostic Meta-Learning (MAML) to utilize
both unlabeled data and few-shot learning. [5] further introduced a conditional reasoning approach that
adapts reasoning strategies based on question types (e.g., closed- vs. open-ended) which significantly
improved performance on the VQA-RAD dataset [6]. To manage the diversity of question types, [7]
also proposed CGMVQA, a hybrid model that handles both classification and generative answering
via transformer-based architecture. Further works have employed contrastive learning for better
visual feature extraction in low-data regimes. In particular, [8] proposed a dual approach combining
a reasoning module with a contrastively trained visual encoder. Similarly, [9] fine-tuned CLIP on
PubMed image-text pairs, showing notable improvements over visual-only pretrained models through
the introduction of the PubMedCLIP encoder. More recently, the generative paradigm has gained
interest with the emergence of Large Vision-Language Models (LVLM). [10] introduced PMC-VQA,
a large-scale dataset comprising over 227k image-question-answer pairs, and proposed a generative
model fine-tuned for free-form answering. Similarly, [11] presented LLaVA-Med, trained using a
novel curriculum learning strategy on instruction-following data generated by GPT-4, outperforming
previous supervised approaches in both accuracy and versatility. In order to improve interpretability
which is crucial for clinical applications, recent work leveraged self-reflexion reasoning enabled by
large language models (LLMs). For example, [12] proposed MedCoT, which relies on a multi-expert
diagnostic collaboration through hierarchical Chain of thought and Mixture of Experts. [13] introduced
MedThink, which integrates Medical Decision-Making Rationales (MDMRs) into a generative model to
make the reasoning process transparent and clinically verifiable.

2.2. MedVQA Datasets

The development of robust and clinically relevant Visual Question Answering (VQA) systems for
medicine is heavily dependent on high-quality annotated datasets. Over the past few years, several
notable datasets have emerged, each addressing unique aspects of medical image understanding through
natural language queries. VQA-RAD [14] is the first manually curated medical VQA dataset tailored to
radiology. It comprises over 3,500 natural question-answer (QA) pairs covering 315 unique radiological
images. The questions were authored by clinical trainees with medical imaging experience, ensuring
medical realism. Similarly, [15] introduced PathVQA, the first VQA dataset focused on pathology
including open-ended and yes/no questions. More recently, [16] proposed SLAKE, a large bilingual
dataset that covers more body parts with rich semantic labels annotated by experienced physicians. In
the context of ImageCLEFmed 2025 MedVQA challenge, [17] proposed the Kvasir-VQA dataset which
extends the HyperKvasir and Kvasir-Instrument datasets by introducing over 52,000 synthetic question-
answer pairs for 6,500 images across various gastrointestinal findings, including polyps, esophagitis,
and ulcerative colitis. These QA pairs encompass a range of formats such as yes/no, multiple choice,
location, and numerical count, and were validated by medical experts. This dataset targets image
captioning, diagnostic VQA, and synthetic image generation, enabling research in GI tract diagnostics
and fine-grained instrument recognition. It also supports training generative models such in [18] for
image synthesis based on medical prompts. Finaly, most recentl, [19] proposed OmniMedVQA, a new
large-Scale comprehensive benchmark for evaluating large vision-language models in the medical
domain. It comprises 118,010 real medical images and 127,995 question-answer (QA) pairs, collected
from 73 distinct datasets, spanning 12 imaging modalities (e.g., MRI, CT, X-Ray, Ultrasound) and over
20 human anatomical regions. OmniMedVQA QA pairs are systematically constructed to evaluate five
major medical reasoning capabilities: modality recognition, anatomy identification, disease diagnosis,
lesion grading, and biological attributes.



3. Task Overview and Dataset

3.1. Task Formulation

The Medical Visual Question Answering (MedVQA) task aims to develop models that can accurately
answer clinically relevant questions about gastrointestinal (GI) endoscopic images. Leveraging the
Kvasir-VQA dataset, the task combines computer vision and natural language understanding to simulate
expert-level diagnostic reasoning. Formally, given an input medical image I and a natural language
question () associated with the image, the objective is to map the image-question pair to a natural
language answer A that is accurate and contextually grounded in the image.

3.2. Kvasir-VQA Dataset

Table 1
Distribution of image categories and sources in the Kvasir-VQA dataset.

Image Category Number of Images Source Dataset

Normal 2500 HyperKvasir
Polyps 1000 HyperKvasir
Esophagitis 1000 HyperKvasir
Ulcerative Colitis 1000 HyperKvasir
Instrument 1000 Kvasir-Instrument
Total 6500

The Kvasir-VQA dataset includes the following structured question types:

« Yes/No: Binary or ternary decisions (e.g., “Have all polyps been removed?”).

« Single-Choice: Classification from a predefined list (e.g., “What type of polyp is present?” with
Paris classification options).

« Multiple-Choice: Multi-label decisions (e.g., “Are there any abnormalities?” with options like
polyp, esophagitis, etc.).

« Color-Based: Selection based on observed color (e.g., “What color is the abnormality?” with
options like pink, red, etc.).

+ Location-Based: Region selection (e.g., “Where in the image is the instrument?” with grid-based
location options).

« Numerical Count: Estimation (e.g., “How many polyps are present?” with integer output).

4. Methodology

In this paper, we propose exploring two approaches to tackle the ImageCLEFmed 2025 MedVQA (task 1).
We first investigate how a multimodal chain of thoughts (CoT) system would perform on the Kvasir-vqa
dataset. Then, we evaluate a simple finetuning strategy using the kvasir-vqa training dataset and other
medical training data.

4.1. Multimocal CoT

Chain-of-Thought (CoT) reasoning enables Large Language Models (LLMs) to explicitly decompose
complex questions into intermediate reasoning steps [20, 21]. As shown in [12], MedVQA queries often
require multi-step inference that combines clinical knowledge with image interpretation, thus, logical
paths can be traced from questions to the final answer. Such a structured decomposition may help
mitigate hallucinations and improve answer generation accuracy. Inspired from [12], we model the
ImageCLEFmed 2025 MedVQA task using a multimodal CoT system. Given a Large Vision Languge
Model (LVLM) and a question-image input pair (q,i), we perform the following inference steps: 1)



We generate a preliminary reasoning rationale R such that: R = LVLM(q, i, P), where P is the prompt
instruction used to generate the rationale R. P is formulated as follows:

Rationale Instruction Prompt

You are a Vision Language Model assistant which helps an experienced doctor interpreting
accurately interpreting and answering clinical questions based on gastrointestinal images. Given
the image, provide a reasonable rationale for the question: {QUESTION}. Please proceed with a
step-by-step analysis and provide a rationale.

Subsequently, R is used to generate the final answer A, such that: A = LVLM(q, i, R). We relied on the
following prompt:

Answer Generation Prompt

You are a Vision Language Model assistant which helps an experienced doctor interpreting
accurately interpreting and answering clinical questions based on gastrointestinal images. Given
the image and the rationale: {RATIONALE}, Answer briefly the question: {QUESTION} with
no extra text, rationales or explanation.

Since the generated rationale can be ineffective with regard to the ground truth answer A*, we trained
the LVLM on answering Kvasir-vqa questions in order to reduce discrepancies between rationales and
the actual answers. The LVLM is trained on the following cross-entropy loss:

T
Lgen = _Zlog P(A*,q,i,R) (1)
t=1
where A* is the ground truth answer, g is the question, ¢ is the image, and R is the rationale.

4.2. Finetuning strategy

In the second approach, we performed answer generation using a generative model denoted G(-) with
parameters ®. Given a question ¢; and the associated image 7;, the answer generator G is trained on
the following cross-entropy loss over a batch of N question-image pairs:

N
Lo=—) logpa(s] | qj,i;) )
j=1
Where ¢; is the j-th question, ; is the image associated with ¢;, sj» is the ground truth answer string
for (¢;,4), po(s} | g, ;) is the probability of generating the correct answer from the text-image pair,
® are the parameters of the multimodal answer generator.

4.3. Training details

We implemented all our experiments in Pytorch [22] and we relied on the Qwen2-VL-72B-instruct [23]
LVLM for generating reasoning rationales. Afterward, we performed the CoT and finetuning training
stages on LVLMs of different size and architectures: Qwen2-VL-7B-instruct, Qwen2-VL-32B-instruct [23]
and BLIP2-Flan-T5-XL [24]. We trained for 10 epochs using a batch size of 4 and a learning rate of 2e-5
on a single A100 GPU. Throughout all finetuning experiments, the LVLMs are trained using LoRA [25]
for efficient parameters optimization with the following configurations: {r = 8, lora_alpha = 32,
lora_dropout = 0.1} with BLIP2-Flan-T5-XL and {r = 8, lora_alpha = 16, lora_dropout = 0.05}
for Qwen’s models. At inference time, decoding is performed using 3 beams search. Model checkpoint
selection was done based on validation meteor performance.



5. Results and Discussion

We evaluated both Chain-of-Thought (CoT) and fine-tuned (FT) models using BLEU, ROUGE, and
METEOR scores. The Qwen2-VL and BLIP2 model architectures were evaluated for both methodologies.
We additionally assessed our best performing model using the Exact Match metric to perform qualitative
and quantitative analysis.

Table 2
Kvasir-vqa answer generation results on the validation and test sets for the two approaches: Finetuned models
(FT), and chain-of-thought models (CoT). Results are in (%).

Model Meth. Validation Test
Bleu rougel rouge2 rougelL Meteor Bleu rougel rouge2 rougelL Meteor

Qwen2-VL-7B  CoT - 56 7 55 33 - - - - -
Qwen2-VL-32B CoT - 72 8 71 39 - - - - -
BLIP2-4B CoT - 70 12 69 39 - - - - -
Qwen2-VL-7B  FT - 61 6 61 35 - - - - -
BLIP2-4B FT 23 83 10 83 46 22 92 1 92 50
Table 3

BLIP2 wrong prediction examples for Cecum, Esophagitis and Pylorus image categories.

Image category Question Prediction Gold answer

Cecum What color is the red; pink; white pink;red
anatomical landmark?
If more than one
separate with ;

Cecum What is the size of the 5-10 mm none
polyp?
Esophagitis Are there any abnor- ulcerative colitis oesophagitis

malities in the im-
age? Check all that are

present.
Esophagitis Where in the image is  center; center-left; Lower-Right; Lower-

the abnormality? center-right Center; '
Pylorus What type of pro- gastroscopy colonoscopy

cedure is the image
taken from?

Pylorus What type of pro- gastroscopy colonoscopy
cedure is the image
taken from?

Table 2 show that the BLIP2 model fine-tuned on the Kvasir-VQA dataset achieved the best overall
performance on the Kvsair-vqa validation set. Note that, to achieve the best performance on the test set,



Table 4
BLIP2 wrong prediction examples for Normal Colon, Normal Esophagus, Polyp and Instruments image categories.

Image category Question Prediction Gold answer Image

Normal Colon Is there a green/black  yes No
box artefact?

Normal Esophagus s there text? no Yes

Polyp What color is the pink;red white;pink
abnormality? If more
than one separate
with ;

Polyp How many polyps are 0 1
in the image?

Instruments Are there any instru- tube Polyp Snare
ments in the image?
Check all that are

present.
Instruments Where in the image is  center; lower-center; Center; Center-Right;
the instrument? lower-right

we further finetuned the BLIP2 model on the training sets of PathVQA [15], VQA-RAD [14], SLAKE [16]
and OmniMedVQA [19] datasets allowing to achieve a METEOR score of 50 and a BLEU score of
22. In contrast, while Chain-of-Thought prompting enhances in general interpretability by providing
intermediate reasoning, its practical effectiveness on the Kvasir-vqa dataset seems limited without
additional rationale supervision. We believe that instruction finetuning of the Qwen2-VL-72B-instruct
we used to generate the reasoning rationales on medical-domain data would help providing more
comprehensive rationales (less noisy rationales) and thus alleviating the answer/rationale discrepancies.

Furthermore, the performance gap between BLIP2-Flan-T5-XL and Qwen2-VL models is worth noting.
Indeed, BLIP2-Flan-T5-XL consistently outperforms Qwen2-VL-7B-instruct whatever the training
method and has comparable performance with Qwen2-VL-32B-instruct in the CoT setting despite their
difference in model size. Besides, given that our experiment LoRA configuration reduces the number of
trainable parameters, we found that: BLIP2-Flan-T5-XL has 4.7M, Qwen2-VL-7B has 2.5M and Qwen2-
VL-32 has 8.3M trainable parameters. This shows that BLIP2-Flan-T5-XL shows superior capabilities
on the Kvasir-vqa task despite its relative size. We believe that encoder-decoder architectures such as
BLIP2 are more suitable for VQA tasks as they allow to encode rich image features before generating
the textual output, facilitating better multimodal alignment, while decoder-only models like Qwen2-VL
must process the image and question together through a single stream, which may limit fine-grained
control over visual and textual token interactions during generation.

Table 5 shows the exact match evaluation results of our best performing model (BLIP2-FT) by image
category. We achieved the highest EM scores of 99.02% and 97.83% respectively for Normal Colon and



Table 5
Best performing BLIP2 model results by Image Category on the validation split using the Exact Match metric.
Note that our best model achieved a global Exact Match score of 75.28% and F1 score of 77.22%.

Image Category total correct incorrect Exact Match (%)
Polyp 318 155 163 48.74
Instruments 46 28 18 60.87
Esophagitis 308 244 64 79.22
Pylorus 242 198 44 81.82
Cecum 322 271 51 84.16
Normal Esophagus 46 45 1 97.83
Normal Colon 102 101 1 99.02

Normal Esophagus image catgories. This due to the low variability in answers, as all the questions
related to these image categories cover only yes/no question types which seem to be an easy task for
BLIP2 model finetuned on similar data. We see in Table 4 the only examples of these image categories
where our model wrongly predicts the yes/no questions. Moreover, Table 6 and Table 7 show that our
model achieves respectively 96.23% and 91.94% EM scores on questions with yes/no answers whatever
the image category.

Our best BLIP2 model also achieved solid EM performance on the following image categories: Cecum
with 84.16%, Pylorus with 81.82%, and Esophagitis 79.22%, indicating its relative ability in identifying
specific anatomical regions and whether some pathological signs are present. In contrast, our model
struggled the most on questions related to the Polyp image category with the lowest EM score of 48.74%.
On the one hand, answering questions about polyp requires the model to consistently identify more
subtle image features and on the other hand, the polyp image category in the dataset cover a wider
range of question types including among others: yes/no, color-related, counting and location-related
questions. Similarly, the Instruments image category is also challenging for our model which yielded
an EM score of 60.87%, as it also covers several question types which require distinguishing medical
instruments from the background. These results suggest that the model may greatly benefit from
more advanced and specific reasoning abilities such as visual spatial reasoning in order for example to
accurately answer location-related questions for which our model achieves poor results (see Tables 6
and 7).

6. Conclusion

This paper presented two simple approaches for tackling the ImageCLEFmed 2025 MedVQA challenge
using the Kvasir-VQA dataset. While the Chain-of-Thought approach offered insights into the reasoning
process behind answer generation, fine-tuning large generative models achieved significantly better
performance across all evaluation metrics. Our experiments demonstrate the effectiveness of large
vision-language models like BLIP2 when adapted to domain-specific medical tasks. Qualitative and
quantitative analysis show that endowing the model with more complex visual reasoning abilities
might improve the VQA performance on the questions related to the most challenging image categories
namely Polyp and Instruments.

Declaration on Generative Al

During the preparation of this work, we acknowledge the use of generative Al tools (Chat-GPT-4) for only
spell checking, paraphrasing, and latex formatting purposes. After using Chat-GPT-4, we systematically
reviewed and edited all the content as needed and take full responsibility for the publication’s content.
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A. Additional Quantitative Results

The following tables shows our best performing BLIP2 model results by answer ( or question type) on
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Table 6
Best performing BLIP2 model results by Question type (answer) on the validation split using the Exact Match
metric.

Answer Total Correct Incorrect Exact Match (%)
2 2 0 2 0.00
3 1 0 1 0.00
5-10mm;11-20mm 1 0 1 0.00
<5mm 3 0 3 0.00
>20mm;5-10mm 1 0 1 0.00
Biopsy Forceps 1 0 1 0.00
Cecum 3 0 3 0.00
Center 6 0 6 0.00
Center-Left 1 0 1 0.00
Center-Left;Lower-Left 2 0 2 0.00
Center;Upper-Center 1 0 1 0.00
Center-Right;Center;Upper-Center;Lower- 1 0 1 0.00
Center;Lower-Right;Upper-Right

Center-Right;Lower-Center;Lower-Right 1 0 1 0.00
Center-Right;Upper-Right 1 0 1 0.00
Center;Center-Left 4 0 4 0.00
Center-Right 2 0 2 0.00
Center;Center-Left;Center-Right;Lower-Left;Lower- 1 0 1 0.00
Center;Lower-Right

Center;Center-Right;Lower-Right 0 1 0.00
Center;Center-Right;Lower-Left;Lower-Center;Lower- 1 0 1 0.00
Right;Upper-Right;Upper-Center;Center-Left;Upper-

Left

Center;Center-Right;Lower-Center;Lower-Right 1 0 1 0.00
Center;Center-Left;Center-Right;Lower-Left;Lower- 1 0 1 0.00
Center

Center;Center-Right 2 0 2 0.00
Center;Center-Left;Upper-Right 1 0 1 0.00
Center;Center-Right;Lower-Center 2 0 2 0.00
Center;Center-Left;Upper-Center;Lower-Center 1 0 1 0.00
Center;Center-Left;Upper-Center 1 0 1 0.00
Center;Center-Left;Center-Right;Upper-Right;Upper- 1 0 1 0.00
Center;Lower-Center;Lower-Left;Lower-Right;Upper-

Left

Center;Center-Left;Center-Right;Lower-Left;Lower- 1 0 1 0.00
Center;Lower-Right;Upper-Right;Upper-

Center;Upper-Left

Center;Center-Left;Upper-Left 1 0 1 0.00
pink;red;white 9 0 9 0.00
pink 25 1 24 4.00
11-20mm 7 1 6 14.29
5-10mm 17 4 13 23.53
1 35 16 19 45.71
Polyp 35 20 15 57.14
>20mm 5 3 2 60.00
gastroscopy 22 15 7 68.18
colonoscopy 51 35 16 68.63
Paris Ip 10 7 3 70.00
oesophagitis 19 16 3 84.21
No 211 194 17 91.94
0 146 138 8 94.52
none 292 277 15 94.86
Yes 212 204 8 96.23
not relevant 73 72 1 98.63
Oesophagitis 2 2 0 100.00
Not relevant 1 1 0 100.00
Colonoscopy 36 36 0 100.00




Table 7
Best performing BLIP2 model results by Question type (answer) on the validation split using the Exact Match
metric.

Answer Total Correct Incorrect Exact Match (%)
yellow 4 0 4 0.00
pink;red;purple 2 0 2 0.00
Lower-Center;Lower-Right;Center;Center-Right 1 0 1 0.00
Lower-Right 1 0 1 0.00
Lower-Right;Lower-Center;Lower-Left;Center- 5 0 5 0.00
Right;Center;Center-Left;Upper-Right;Upper-

Center;Upper-Left

white;red 3 0 3 0.00
white 1 0 1 0.00
red;pink 2 0 2 0.00
Paris lla 6 0 6 0.00
Paris Ip;Paris Is 1 0 1 0.00
Paris Is 18 0 18 0.00
Polyp Snare 3 0 3 0.00
Ulcerative Colitis 1 0 1 0.00
Upper-Center 1 0 1 0.00
Upper-Center;Center 1 0 1 0.00
Upper-Center;Center-Left;Center;Lower-Left;Lower- 1 0 1 0.00
Center

Upper-Center;Upper-Left;Center-Left;Center;Lower- 1 0 1 0.00
Center

Upper-Center;Upper-Left;Upper-Right;Center;Center- 1 0 1 0.00
Left;Center-Right;Lower-Center;Lower-Right;Lower-

Left

pink;red 36 0 36 0.00
pink/red 3 0 3 0.00
pink;red;yellow 17 0 17 0.00
pink;white 2 0 2 0.00
red 2 0 2 0.00
Upper-Left;Upper-Center;Upper-Right;Center- 1 0 1 0.00
Left;Center;Center-Right;Lower-Left;Lower-

Center;Lower-Right

Lower-Center 1 0 1 0.00
Upper-Left;Upper-Center;Center-Left;Center;Upper- 1 0 1 0.00
Right;Center-Right;Lower-Left;Lower-Center;Lower-

Right

Upper-Left;Upper-Center;Center-Left;Center 1 0 1 0.00
Upper-Left;Upper-Center;Center-Left 1 0 1 0.00
Upper-Left;Upper-Center 1 0 1 0.00
Upper-Left;Center-Left 1 0 1 0.00
Upper-Left 2 0 2 0.00
Upper-Center;Upper-Right 1 0 1 0.00
Upper-Left;Upper-Center;Center-Left;Center;Lower- 1 0 1 0.00
Left;Lower-Center

white;pink 2 0 2 0.00
Lower-Center;Lower-Right 1 0 1 0.00

Center;Lower-Center 3 0 3 0.00
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