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Abstract

This study was conducted in the context of the ToPicto task of ImageCLEF 2025. It investigates the performance
of a Transformer-based approach for Text-to-Picto and Speech-to-Picto translation from French language using
the pre-trained Google-T5 model fine-tuned on the provided dataset. The T5-large version of the model resulted
for the Text-to-Picto task in a score of 93.0, 95.7, and 3.4 for SacreBLEU, METEOR, and PictoER, respectively.
To solve the Speech-to-Picto task, this model was combined with a pre-trained ASR model and gave promising
results. These findings indicate potential for developing tools to facilitate communication between AAC users
and others.
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1. Introduction

Augmentative and Alternative Communication (AAC) encompasses methods used to supplement or
replace speech and writing, particularly for individuals with speech and language impairments. Existing
AAC systems are diverse, with many implementations utilizing pictograms. This visual and symbol-
based approach can significantly enhance communication effectiveness and has been shown to be
efficient [1]. A key challenge is bridging the gap between AAC users and the broader society. Thus,
developing tools that convert speech and text modalities into a sequence of pictograms is essential
for facilitating effective communication between these two groups. Recent advances in Transformer
models in natural language processing tasks, along with the results from the previous ToPicto Challenge
2024 [2], led us to further explore these architectures for Text-to-Picto and Speech-to-Text-to-Picto
translation tasks. This research focuses on using the pre-trained Google T5 model and fine-tuning it
with the new corpus provided for the ToPicto task of ImageCLEF 2025 [3, 4].

2. Related Work

Large Language Models (LLMs) have revolutionized various text- and speech-based tasks, including
speech recognition, language translation, and augmentative communication systems [5, 6, 7, 8]. In the
context of AAC, LLMs based on the Transformer architecture enable more accurate and context-aware
language processing. Unlike traditional statistical models, Transformer utilize self-attention mechanisms
to capture long-range dependencies, improving speech-to-pictogram translation and next-pictogram
prediction. The first study on automatic translation of French speech into a sequence of pictograms
was presented by Vaschalde et al. [9]. Their methodology adapts the Text-to-Picto [10] system by
integrating four modules: an ASR system, a simplification system, a word sense disambiguation model,
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and a module to display the sequence of pictograms. The automatic translation of speech into pictogram
terms (Speech-to-Picto) has the potential to improve communication for individuals with language
impairments [11]. For example, this technology can facilitate communication from a non-AAC user
to an AAC user, or it can help individuals with speech disabilities learn how to use pictograms for
self-expression.

Macaire et al. [11] investigated two approaches for Speech-to-Picto (S2P) translation: (1) the cascade
approach combines an Automatic Speech Recognition (ASR) system with a machine translation system,
and (2) the end-to-end approach, which tailors a speech translation system to perform direct translation
from an audio sequence. Propicto-orféo, described in [12], is used for training after preprocessing by
splitting into training, validation, and test sets (80/10/10 split). Propicto-orféo [13] contains 230 hours
of French speech resources with speech units aligned to pictograms. The team created another dataset,
Propicto-eval, with speech transcriptions from 62 speakers, and used a subset of 100 sentences for
the final performance evaluation. Based on BLEU scores [14], the cascade approach outperforms the
end-to-end approach. The cascade approach achieves scores of 62.5 and 77.2 on the Propicto-orféo and
-eval datasets, respectively, compared to scores of 60.2 and 54.5 for the end-to-end S2P approach.

Previous years’ submissions to ImageCLEF have also explored the use of LLMs to solve the Text-to-
Picto task. Anand et al. [15] implemented a Transformer model utilizing embeddings from CamemBERT
[16], a French BERT model fused with a contrastive learning technique. Elliah et al. [17] finetuned pre-
trained translation models (GPT-2 [18] and Helsinki-BERT [19]) for Text-to-Picto conversion, utilizing
tokenization and lexical simplification. Similarly, Koushik et al. [20] fine-tuned Google-T5 [21] for the
task of translating French text into pictogram sequences. Their proposed model obtained a PictoER
score of 13.9, a BLEU score of 74.4, and a METEOR score of 87.1.

3. Dataset

The dataset used in this study is sourced from the CommonVoice v.15 corpus [22] and the Orféo
corpus [23]. CommonVoice is a multilingual, publicly available voice dataset recorded by users on the
Common Voice platform (http://voice.mozilla.org/). It is intended for speech technology research and
development and is based on text from various public domain sources. Only French language data
were used from this dataset. Orféo is a corpus consisting of both spoken and written French samples.
It contains interactions between adults, adults and children, as well as between children. It has the
advantage of being representative of the interactions observed between caregivers and individuals who
rely on pictograms due to language impairments. Training, validation, and test splits consist of 20,177,
1,208, and 2,901 utterances, respectively. For the Speech-to-Picto task, a corresponding audio sequence
associated with a pictogram sequence is provided (S2P src in Table 1). For the Text-to-Picto translation
task, a corresponding sequence of terms associated with a pictogram sequence is provided, derived
from the speech transcription (T2P src in Table 1).

Table 1
Description of the Speech-to-Picto and Text-to-Picto dataset, where ID, source (S2P src or T2P src depending on
the task), target, and pictograms are available. For the test data, only the ID and source were given.

Tag Definition Example
id unique identifier of each utterance common_voice_fr_21455110
S2P src audio file linked to the ID in .wav format common_voice fr 21455110.wav

. il a découvert deux astéroides et une
T2P src source of the utterance - text from oral transcription ot
comete

target of the utterance - sequence of pictogram terms | passé il inventer deux pluton et une
(tokens) comeéte

a list of pictogram identifiers linked to each pictogram | [9839, 6480, 6531, 2628, 10299, 11399,
terms (the size is the same as the target output). 8474, 2711]

tgt

pictos




ARASAAC pictograms are used as a reference for pictogram translation. Images can be obtained via
the ARASAAC API using https://api.arasaac.org/v1/pictograms/{pictogram_ref number}.

4. Approach

4.1. Text-to-Picto

This research focuses on addressing the Text-to-Picto task using a text-to-text approach based on the
pre-trained Google T5 model, which is fine-tuned on the provided corpus. The output sequence of French
terms must correspond to a sequence of French pictogram terms and comply with the specifications of
AAC. T5 is an encoder-decoder Transformer available in various sizes, ranging from 60 million to 11
billion parameters [21]. Its ability to handle a wide range of NLP tasks by treating them all as text-to-text
problems makes it an attractive choice for Text-to-Picto translation. Unlike other SOTA models, such
as BERT [24] and GPT-2 [18], which are primarily designed for specific tasks like language modeling
or masked language modeling, T5’s unified text-to-text framework allows for greater flexibility and
adaptability across tasks.

Table 2
Overview of training details and hardware specifications for each model, including number of Transformer layers,
number of model parameters, training time, and the type of GPU used for training.

Model' | # trans. layers | # params | # time (h:mm) GPU

T5-small 12 60M 1:30 4x NVIDIA GTX 1080 Ti (11 GB)
T5-base 24 220M 4:10 4x NVIDIA GTX 1080 Ti (11 GB)
T5-large 48 770M 4:55 4x NVIDIA Quadro RTX 8000 (48 GB)

Fine-tuning is performed using the Seq2SeqTrainer class from the HuggingFace framework? [25],
with code adapted from Macaire et al.’ [11]. Table 2 gives an overview of the model training and GPU
resources. Other hyperparameters for training include:

« Batch size: 8
« Learning rate: 2 - 107°
+ Weight decay: 0.01

Both the source data and target pictogram sequences are tokenized using the pre-trained tokenizer
corresponding to the size of the T5 model. Padding and truncation are used to ensure text sequence
lengths of 128 tokens, and the tokenizer has not been fine-tuned.

4.2. Speech-to-Picto

For the Speech-to-Picto task, the speech is first converted to text using two models of the Whisper
family* [26] before applying the same Text-to-Picto approach described above. The models used are
Whisper-small (244 million parameters) and Whisper-large (1,550 million parameters). We directly use
the Whisper models for inference; hence, no model training is involved in this process. The choice to
implement a cascade approach (Speech-to-Text followed by Text-to-Picto) rather than directly fine-
tuning on the audio was primarily dictated by the limited time available for the project. Furthermore,
the work by Macaire et al. [11] suggests that the cascade approach is superior to end-to-end models
that directly translate audio into pictogram tokens.

'google-t5/t5-small; google-t5/t5-base; google-t5/t5-large

*Hugging Face Transformers Seq2SeqTrainer documentation and repository.
*macairececile/speech-to-pictograms

*openai/whisper-small; openai/whisper-large


https://api.arasaac.org/v1/pictograms/{pictogram_ref_number}
https://huggingface.co/google-t5/t5-small
https://huggingface.co/google-t5/t5-base
https://huggingface.co/google-t5/t5-large
https://huggingface.co/docs/transformers/v4.53.0/en/main_classes/trainer#transformers.Seq2SeqTrainer
https://github.com/huggingface/transformers/blob/v4.53.0/src/transformers/trainer_seq2seq.py#L53
https://github.com/macairececile/speech-to-pictograms/tree/main/src
https://huggingface.co/openai/whisper-small
https://huggingface.co/openai/whisper-large

5. Evaluation Methodology

The evaluation is conducted using SacreBLEU [14], METEOR [27], and the Picto-term Error Rate
(PictoER), derived from the Word Error Rate (WER) [28].

SacreBLEU is a standardized version of the BLEU score, which measures the number of common
n-grams between the two sequences. METEOR (Metric for Evaluation of Translation with Explicit
ORdering) provides a more nuanced evaluation by incorporating synonymy and stemming and capturing
additional semantic information that is not encoded in the BLEU score. PictoER is tailored for evaluating
translations involving pictorial terms. Instead of evaluating the number of errors at the word level, it
focuses on the number of errors of tokens, each linked to an ARASAAC pictogram.

It is worth noting that this evaluation method does not account for cases where different words or
phrases correspond to the same pictogram. For instance, the French words “épuisé”, “exténué”, and
“fatigué” all convey similar meanings and are mapped to the same pictogram (displayed in Figure 1).
However, under the current evaluation approach, substituting one of these synonyms for another
would result in a lower score, despite semantic equivalence. The same limitation applies to numbers:
whether expressed as digits (e.g., “3”) or in written form (e.g., “trois”), they are represented by the same
pictogram, yet such variations are still penalized in the scoring,.

>

Figure 1: Identical pictogram representing the French words “épuisé”, “exténué’, and “fatigué’.

6. Results and Discussion

The model performance is evaluated using the three different metrics by comparing the predicted
pictogram sequence to the target (tgt).

6.1. Text-to-Picto

Table 3

Model performances for the different Google-T5 models trained to perform the Text-to-Picto task. SacreBLEU,
METEOR, and PictoER scores are reported for the train, validation, and test sets. Only the models with test
scores were submitted to ImageCLEF.

Model Epoch SacreBLEU METEOR PictoER

Train  Validation Test | Train Validation Test | Train Validation  Test
T5-small 13 43.2 42.9 37.7 68.3 67.1 64.6 36.9 374 42.7
T5-small 20 56.1 53.8 - 76.2 74.4 - 26.8 28.6 -
T5-base 15 559 54.5 52.4 76.2 74.6 74.5 26.9 28.6 29.2
T5-base 20 79.0 72.2 - 88.9 85.2 - 11.8 16.6 -
T5-large 19 93.0 80.1 - 95.7 89.4 - 3.5 11.8 -
T5-large 20 93.0 80.0 77.0 | 95.7 89.3 88.7 34 11.8 13.5

The results obtained by fine-tuning T5-base for 15 epochs are lower than those reported by Koushik
et al. [20], who achieved scores of 13.9, 74.4, and 87.1 for PictoER, BLEU, and METEOR, respectively,
after only 6 epochs. Comparable results are achieved after additional training up to 20 epochs. This
discrepancy may be attributed to differences in the data used. Using the T5-large version of the model
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Figure 2: SacreBLEU, METEOR, and PictoER scores for T5-large finetuning for 20 epochs.

significantly improved performance, yielding scores of 93.0, 95.7, and 3.4 for SacreBLEU, METEOR, and
PictoER, respectively. However, the scores obtained on the validation and test sets are substantially
lower, indicating limited generalization to unseen data. The loss curves presented in Appendix A.3 show
a slight increase in validation loss after 10 epochs, a trend that continues until 20 epochs, potentially
indicating overfitting. Figure 2 visualizes the performance metrics evaluated on the training and
validation sets for each epoch during T5-large fine-tuning. Performance appears to saturate around
15 epochs, with little improvement in evaluation metrics thereafter. A comparison of checkpoints at
epochs 19 and 20 of the same training run (Table 2) supports this observation; however, the difference
is insignificant compared to the variation between different training runs. An analysis of uncertainty
in performance metrics, such as by averaging over training runs, would be necessary to confirm this
observation.

Some representative examples are selected for qualitative analysis to highlight behavioral differences
between model sizes and inherent challenges associated with text-to-pictogram translation for this
particular dataset. The pictogram sequences are generated from predicted tokens using the Hugging
Face platform®. Extensive analysis can be found in the Appendix B.

Key improvements observed with the T5-large model, compared to smaller versions, include a reduced
tendency to generate words that do not correspond to any existing pictogram. Both T5-base and T5-
large demonstrate enhanced ability to correctly translate past tense and proper nouns of names and
places, which are often translated by a generic pictogram in the target. Moreover, sentences containing
numbers are challenging for smaller models but are translated more accurately by T5-large.

Furthermore, we investigate the models’ ability to adapt to the in-domain training vocabulary,
specifically the pictogram terms encountered during training. By "training vocabulary," we refer to
the unique words present in all sentences within the training set. We differentiate between the source
vocabulary (words) and the target vocabulary (pictogram terms). For instance, the training set contains
20,177 sentences with 23,731 words in the source vocabulary and 4,354 pictogram terms in the target
vocabulary. Similarly, the validation set includes 1,208 sentences with 3,558 words in the source
vocabulary and 1,502 pictogram terms in the target vocabulary. Notably, the target vocabularies for the
training and validation sets share 1,432 pictogram terms.

The T5 models are pre-trained on a vast amount of diverse text data; therefore, we expect the models
to incorporate words seen during their pre-training in their predictions. During fine-tuning, the models
should learn a new vocabulary of pictogram terms. We estimate the model’s ability to do so by counting
the words in the mutual vocabulary between the target sentences and the model predictions. We
find that the T5-small and T5-base models include between 2,700 and 2,800 of the pictogram terms

*https://huggingface.co/spaces/ToPicto/Visualize-Pictograms



encountered during training in their predictions. In comparison, the T5-large model appears to better
adopt the target vocabulary seen during training, with approximately 3,500 mutual pictogram terms.
This suggests that T5-large has a greater capacity to learn and utilize the target vocabulary effectively.

6.2. Speech-to-Picto

To solve the Speech-to-Picto task, we combine a pre-trained ASR model with the best model fine-tuned
for Text-to-Picto translation. No training is involved in this process. Instead, we directly use the Whisper
models for inference, hence, we do not make use of the training and validation sets for this task. As
shown in Table 4, two different models from the Whisper family are used to produce transcripts from
the audio of the test data. As expected, the larger Whisper model outperforms the smaller one, most
likely due to higher-quality transcriptions.

Table 4
Model performance in terms of SacreBLEU, METEOR, and PictoER scores obtained for two different combinations
of a Whisper ASR model (Speech-to-Text) and T5-large (Text-to-Picto). Only test set scores are included.

ASR model MT model SacreBLEU METEOR PictoER
whisper-small T5-larce 54.7 65.9 40.0
whisper-large 8 62.9 73.4 29.5

7. Conclusion and Future Work

In conclusion, the fine-tuned Google T5-large model exhibits strong performance in translating French
text into appropriate sequences of pictograms. These promising results contribute to efforts to bridge the
gap between AAC users and the broader society, facilitating effective communication. However, there
is still room to improve the model’s ability to generalize to unseen data and to reduce the generation of
non-pictogram words.

Additionally, the Speech-to-Text-to-Picto solution, which utilizes Whisper to produce transcripts
and the fine-tuned T5 model for translation, shows potential. Further refinement is needed to ensure
accurate translations from spoken language to pictogram sequences.

In this study, the maximum number of tokens generated by the model was set to 64, since the longest
sentences in the test set contained 62 words. Increasing this parameter could potentially improve
predictions, depending on how tokens are generated with the T5 tokenizer. To enhance generalization
on unseen data, techniques such as regularization or dropout could be employed, or the model could be
trained on more diverse datasets. Furthermore, models fine-tuned for Text-to-Picto translation must
adapt to a specialized vocabulary of pictogram terms. Future work could focus on further investigation
and optimization of this in-domain adaptation.
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A. Loss Curves and T5-small and T5-base Model Performances
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Figure 3: SacreBLEU, METEOR, and PictoER scores for ‘T5-small® finetuning for 20 epochs. The scales on the
y-axes are identical to those in Fig. 4 for visual comparison.

A.2. T5-base
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Figure 4: SacreBLEU, METEOR, and PictoER scores for ‘T5-base’ finetuning for 20 epochs. The scales on the
y-axes are identical to those in Fig. 3 for visual comparison.



A.3. Loss Curves
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Figure 5: Training and validation loss for T5-small, -base, and -large while fine-tuning for 20 epochs.



B. Detailed Analysis of Generated Pictogram Sequences

This section presents the analysis of results obtained on the validation set with the different model sizes
across four cases of linguistic analysis.

B.1. Case 1 - Generation of Non-pictograms Words

Case 1 (Table 5 and Figure 6) demonstrates the tendency of models to generate words that do not
correspond to any existing pictogram. Although this tendency diminishes with increasing model size,
the example in Table 5 shows that the word "constater” is still produced by the T5-large model, despite
lacking an associated pictogram.

Table 5
Case 1 - Reference, target and sequences obtained with T5-small, -base and -large on the utterance of id cefc-
valibel-accF)1r-16 (deviations from target are shown in bold, invalid pictograms are underlined).

non non ¢a non en france j’ai constaté a plusieurs reprises que on ne

sre savait méme pas dire si on était belge

tat non celle-la non au france passé me a plusieurs une_autre_fois

& prise_murale que nous méme dire non si nous étre belgique

T5 0l non celle-la non au france passé me constater a plusieurs reprise que
“sma nous dire non si nous étre

T5-b non celle-1la non au france passé me constater a plusieurs reprise que
“base nous avoir méme dire non si nous étre belgique

T5-1 non celle-1la non au france passé me constater a plusieurs une_autre_fois
-large prise_murale que nous savoir non dire si nous étre belgique

B.2. Case 2 - Handling Past Tense

A limitation of the T5-small model was observed in its handling of past tense. As illustrated in Case 2
(Table 6 and Figure 7), although all generated pictograms are valid, the temporal aspect is lost in the
output of T5-small. Both T5-base and T5-large correctly retain this temporal information.

Table 6
Case 2 - Reference, target and sequences obtained with T5-small, -base and -large on the utterance of id
common_voice_fr_18967443 (deviations from target are shown in bold).

src son peére y a ouvert un restaurant

tgt passé son pere ouvrir un restaurant
T5-small | son pére et avoir ouvert un restaurant
T5-base passé son pere ouvrir un restaurant
T5-large passé son pére ouvrir un restaurant

B.3. Case 3 - Handling Names and Places

A specific feature of pictogram translation is that only some cities and countries have their own
pictograms, otherwise a city will be translated by the generic pictogram "ville", a person by the generic
pictogram "haut_du_corps", a pictogram that represents the upper body of a person. This rule is
generally understood across all models. However, as illustrated in Case 3A (Table 7 and Figure 8),
T5-small incorrectly interprets the city name "Saint-Paul" as a person, resulting in the pictogram "haut
du corps". Both T5-base and T5-large provide the correct translation in this instance.

Case 3B (Table 8 and Figure 9) presents a more complex scenario involving the proper noun
"Musikhochschule", the German word for "music school". The correct translation corresponds to
the generic pictogram "association_a_but_non_lucratif” (non-profit organization). Both T5-small and



Table 7
Case 3A - Reference, target and sequences obtained with T5-small, -base and -large on the utterance of id
common_voice_fr_19658132 (deviations from target are shown in bold).

src son président est joseph sinimalé maire de saint-paul

tgt son président étre haut_du_corps maire de ville

T5-small son président étre haut_du_corps maire de haut_du_corps
T5-base son président étre haut_du_corps maire de ville

T5—|arge son président étre haut_du_corps maire de ville

T5-base translate this term into the French "école_musicale", which, although semantically accurate,
lacks a corresponding pictogram and is thus not a valid output. In contrast, T5-large successfully
generates the appropriate pictogram. Nevertheless, the final two pictograms in T5-large’s output are
missing, indicating incomplete translation.

Table 8
Case 3B - Reference, target and sequences obtained with T5-small, -base and -large on the utterance of id
common_voice_fr_27080976 (deviations from target are shown in bold, invalid pictograms are under-

lined).

sre elle suit encore 1’enseignement de johann sonnleitner a la
musikhochschule de ziurich

tat elle suivre une_autre_fois le formation_civique de haut_du_corps a le
association_a_but _non_lucratif de ville

T5-small elle suivre une_autre_fois le enseignement de haut_du_corps a le
école_musicale de ville

T5-base elle suivre une_autre_fois 1le étudier de haut_du_corps a le
école_musicale de ville

T5-large elle suivre une_autre_fois le formation_civique de haut_du_corps a le
association_a_but_non_lucratif [end is missing]

B.4. Case 4 - Handling Numbers

The final example, Case 4 (Table 9 and Figure 10), highlights a scenario in which even the T5-large model
struggles to produce an accurate translation, particularly in handling numerical data and addresses.
Although there is a noticeable improvement in translation quality with increasing model size in this
example, one pictogram remains incorrectly translated in the T5-large output.

Table 9
Case 4 - Reference, target and sequences obtained with T5-small, -base and -large on the utterance of id
common_voice_£fr_17801118 (deviations from target are shown in bold, invalid pictograms are under-

lined).

src quatorze t square des tilleuls trente et un huit cent vingt pibrac
tgt 14 ville 30 et un 8 vingt ville

T5-small quatorze t carré de ville trente et un huit cent vingt pibrac
T5-base quelqu’un toi carré de trente et un 8 20

T5-large | 14 de 30 et un 8 vingt ville
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Figure 6: Case 1 - Pictogram sequences associated with target (framed in black) and sequences obtained with
T5-small, -base and -large on the utterance of id cefc-valibel-accF)1r-16 (invalid pictograms are left blank).
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Figure 7: Case 2 - Pictogram sequences associated with target (framed in black) and sequences obtained with
T5-small, -base and -large on the utterance of id common_voice_fr_18967443.
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Figure 8: Case 3A - Pictogram sequences associated with target (framed in black) and sequences obtained with
T5-small, -base and -large on the utterance of id common_voice_fr_19658132.
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Figure 9: Case 3B - Pictogram sequences associated with target (framed in black) and sequences obtained with

T5-small, -base and -large on the utterance of id common_voice_fr_27080976 (invalid pictograms are
left blank).
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Figure 10: Case 4 - Pictogram sequences associated with target (framed in black) and sequences obtained with
T5-small, -base and -large on the utterance of id common_voice_f£fr_17801118 (invalid pictograms are

left blank).
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