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Abstract
MultimodalReasoning is a task focused on multilingual visual question answering (VQA). Given a question
image with 3-5 possible answers, the model is required to identify the only correct answer contained in the
image.We proposed a multi-prompt Ensemble Reasoning for Multilingual MultimodalReasoning task(MPER).This
method designs multiple prompts, calls the GPT-4.1 model(OpenAI’s visual-language model available via API as
of April 2025) interface in parallel to obtain multiple answers, and then ensembles them to get the final answer.We
achieved an accuracy of 0.5994 on the test set without supervised fine-tuning and zero-shot learning, ranking
second in the Multilingual list, significantly better than the official baseline of 0.2701.
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1. Introduction

Visual Question Answering (VQA), as a core task for evaluating visual-language cross-modal under-
standing capabilities, requires the model to have comprehensive capabilities in image semantic parsing,
natural language question understanding, and multimodal information fusion reasoning.Unlike tradi-
tional image description generation tasks, VQA systems need to complete progressive analysis from
visual feature recognition to high-level logical reasoning[1].

Although a single carefully designed prompt can effectively guide LLMs to perform specific tasks, it
reveals several limitations in complex VQA tasks:

• Limited Coverage : A single prompt may fail to activate the full breadth of knowledge or
diverse reasoning paths within large models, struggling to encompass the inherent complexity of
VQA tasks.

• Vulnerability to Error : Similar to the principles of ensemble learning, leveraging outputs
from multiple independent prompts capitalizes on model diversity. This fusion mitigates risks
stemming from flaws in a single prompt’s design or inherent model randomness, enhancing
overall robustness.

• Narrowed Focus & Style : Complex VQA reasoning often benefits from multiple viewpoints.
A single prompt might constrain the model to a specific task aspect or answer style. In contrast,
diverse prompt designs (e.g., varying question phrasing, context, or constraints) encourage the
model to approach the problem from different angles, potentially yielding complementary insights
or answer components[2, 3].

To overcome the limitations of single-prompt approaches described above, we proposed a multi-
prompt Ensemble Reasoning for Multilingual MultimodalReasoning task(MPER). The core idea of this
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method lies in systematically constructing and fusing multiple diversely designed prompts to holistically
stimulate the intrinsic reasoning capabilities of large models from diverse facets and perspectives. This
approach aims to maximize task-specific performance by exploring the combinatorial prompt space.

Breakthroughs in vision-language pre-training technology provide a new paradigm for addressing
the above challenges. The self-supervised learning framework based on large-scale multimodal data
significantly improves the cross-modal alignment capability of the model: the CLIP model proposed
by Radford et al.[4] achieves semantic mapping of open-domain visual concepts through compara-
tive learning of 400 million network image-text pairs; the BLIP framework developed by Li et al.[5]
innovatively introduces a noisy data filtering mechanism, and through the collaborative optimization
of synthetic description generation and quality discrimination modules, it sets the best performance
record at the time in multiple tasks reported in ECCV 2022. It is worth noting that the emergence of
general multimodal Transformer models such as GPT-4 indicates that visual reasoning capabilities are
gradually being integrated into the general artificial intelligence system. The human-like performance
of the model in professional tests verifies the gain effect of parameter scale expansion on complex
multimodal reasoning tasks. Under this trend, the Qwen-VL [6] series of models achieves the synergistic
improvement of fine-grained visual understanding and multi-round dialogue capabilities in zero-sample
scenarios through a multi-stage progressive training strategy.

ImageCLEF-Multimodal Reasoning is a new task first proposed by CLEF 2025[7, 8], which aims to
evaluate the generalization ability of VLM in multilingual visual question answering reasoning. Its
challenges include language diversity, complex reasoning chains, and the integration of real-world
knowledge. We propose a multilingual multimodal reasoning method that integrates multiple prompts.
The core of this method is to combine the predictions of multiple prompt-based results to create a
stronger predictive model.

2. Methods

This paper proposes a zero-shot multi-language reasoning framework based on multi-prompt integration
and ensembling mechanism for the ImageCLEF 2025 multimodal reasoning task. The overall framework
is shown in Figure 1.

Figure 1: Overall framework



2.1. Prompt Template Construction

To effectively stimulate diverse reasoning pathways within the VLM, this study carefully designed three
different types of prompt templates, the Base Prompt, the Chain of Thought (CoT[9]) Prompt, and the
Role-playing Prompt,to serve a specific cognitive function. This multifaceted approach is rooted in
high-level prompt engineering principles and aims to maximize task-specific performance by exploring
the combinatorial prompt space[10].

Base Prompt:

• Function : Provides basic direct instructions that present the question and answer options in a
straightforward manner. These prompts establish a baseline for the model to understand and
respond to the query directly.

• Intended Strength & Scenario : Designed to be most effective for instances where the
image information is unambiguous and the semantic relationship between visual content and
question is straightforward. It primarily relies on the model’s pre-trained knowledge base for
efficient and direct answering.

Base Prompt

Analyze an image containing a multiple-choice question.
Identifythe question text,all provided answer options (including cases with more than four
choices), and any visuals such as graph sortables.
Determine the correct answer using only the image content.
Respond exclusively with the letter of the correct option,without explanation.

Chain of Thought (CoT) Prompt:

• Function : Explicitly instructs the model to deduce the answer step-by-step (e.g., "think step by
step"). This leverages the CoT technique, which breaks down complex multi-step problems into
intermediate logical steps, enhancing reasoning transparency.

• Intended Strength & Scenario : Particularly suited for images involving complex visual-
linguistic relationships or requiring multi-stage logical deduction. Prior research (e.g., Kojima
et al., 2022[11]; Wei et al., 2022[12]) has demonstrated CoT’s efficacy in significantly enhancing
reasoning capabilities in large models by encouraging explicit, sequential reasoning.

CoT Prompt

You are a visual language model (VLM). Follow these exact instructions for analyzing each image
with multiple-choice questions:
1. Identify and transcribe all text accurately (preserve original languages).
2. Clearly identify the question (stem) and list all answer choices in visual order (top to bottom,
left to right).
3. Regardless of how options are originally labeled (e.g., numerals, non-Latin letters, or no labels),
always relabel them sequentially from A to E according to their visual appearance order (1st→A,
2nd→B, 3rd→C, etc.).
4. Analyze and think any visual elements (graphs, charts, diagrams, images) step by step to
determine the correct answer.
5. Output ONLY a single uppercase letter (A-E). Do NOT output original option labels, explana-
tions, spaces, punctuation, or extra characters.
6. If insufficient information makes you uncertain, still choose and output the most likely option
from A-E.

Role-playing Prompt:



• Function : Frames the task by instructing the model to adopt a specific persona or expertise
(e.g., "As a master of science exams, please answer..."). This leverages the VLM’s ability to assume
roles and make role-consistent inferences.

• Intended Strength & Scenario : Hypothesized to be beneficial in scenarios involving
linguistic ambiguity, requiring cross-cultural understanding within multilingual settings, or
needing domain-specific knowledge application. By activating different knowledge subsets or
reasoning biases through specific personas, this approach promotes "perspective diversity".

Role-playing Prompt

As a master of science exams (biology/chemistry/physics/mathematics and other science subjects)
with global difficulty levels,you are taking a multi-language picture-text multiple-choice exam.
Please answer carefully according to the question image:
Task Instructions
1.Please identify the question stem and all the options in the image, and mark them in visual
order as A, B, C, D, E;
2.Please make inferences based on the image information, charts, and formulas, and choose the
most likely correct answer;
3.When outputting, only write the capital letter answer you choose (such as A), without outputting
any explanation.
Please answer:

Design Rationale & Synergy: These three distinct prompt types are deliberately designed to stimulate
the model’s reasoning process from complementary perspectives. The Base Prompt offers efficiency on
clear-cut cases, the CoT Prompt tackles complex multi-step reasoning, and the Role-playing Prompt
addresses ambiguity and leverages contextual/cultural grounding. Their synergistic interaction within
the ensemble framework is posited to enhance the overall robustness and accuracy of the final prediction
by covering a broader spectrum of reasoning challenges inherent in the VQA task.

All templates support the 13 languages covered by the task to ensure multi-language compatibility.

2.2. Result Ensembling

After the candidate answers are summarized, the final answer 𝐴final is determined by the majority
ensembling strategy:

𝐴final = arg max
𝐴∈{𝐴,𝐵,𝐶}

3∑︁
𝑖=1

I(𝐴𝑖 = 𝐴)

When there is a tie (e.g. 1:1:1), the answer with a high confidence mark (e.g. "The correct answer is
[A]") is preferred. This heuristic rule uses model self-consistency to resolve ambiguity.

3. Experiments and Evaluation

3.1. Dataset and Evaluation Protocol

The proposed framework is rigorously evaluated on the ImageCLEF 2025 multimodal reasoning task
using the Exams-V dataset [13]. The dataset contains 4797 validation set samples and 3565 test set
samples, covering 13 languages and involving multidisciplinary knowledge.

To maintain data authenticity and ensure fair evaluation of zero-shot capabilities, no preprocessing
or augmentation was performed on the input images. For GPT-4.1 inference, images were converted to
Base64 encoded strings and embedded with prompt words according to the OpenAI API specification.

Accuracy, defined as the ratio of correctly predicted samples to the total sample size, is used as the
core evaluation metric.



3.2. Parallel Inference

Multithreaded API calls are implemented based on Python’s ThreadPoolExecutor, processing three
sets of differentiated prompts in parallel for each image. When calling the model (GPT-4.1), we use the
default parameters and do not set parameters such as temperature and max_tokens (Note: temperature
controls the randomness of the model output, and max_tokens limits the maximum number of tokens
generated by the model) . This configuration limits the length of the response while ensuring output
determinism. Each set of prompts generates a candidate answer 𝐴𝑖 , forming a set {𝐴1, 𝐴2, 𝐴3}.

3.3. Comparative Performance Analysis

Experiments on the validation set clearly demonstrate the effectiveness of the multi-prompt ensemble
strategy.

Initially, zero-shot reasoning capabilities were compared under a single-cue demonstration model,
with GPT-4.1 achieving 48% accuracy, significantly outperforming Qwen-VL-Plus (15%). This establishes
GPT-4.1 as a stronger base model.

After integrating three differentiated cue templates and adopting a majority ensembling mechanism,
the GPT-4.1 model’s accuracy on the validation set is significantly improved to 61%, an absolute
improvement of 13% over the single-cue approach. Similarly, Qwen-VL-Plus also significantly improved
to 43%, an absolute improvement of 18%.

These results empirically validate the core hypothesis that combining a diversified cue strategy
with an ensemble approach can significantly improve the reasoning performance of VLMs, even in the
zero-shot setting.

Table 1
On the validation set, the prediction results of the Qwen-VL-Plus and GPT-4.1 models obtained using the single
prompt and multi-prompt ensemble methods respectively.Note: The "Single prompt" baseline results reported in
this table correspond to the performance achieved using the CoT Prompt template exclusively.

Method Qwen-VL-Plus GPT-4.1

Single prompt 0.15 0.48
MPER(Our) 0.43 0.61

The table 1 provides direct quantitative evidence of the performance gains achieved by the multi-
prompt ensemble strategy. It clearly demonstrates the causal impact of the ensemble approach by
showing the significant accuracy gains from single prompt to multi-prompt plus ensembling for GPT-
4.1 and Qwen-VL-Plus. This table is a cornerstone for verifying academic claims such as enhanced
self-consistency and perspective diversity.

3.4. Overall Test Set performance

The positive improvement trend observed on the validation set is maintained on the unseen test set.
Our framework achieves an accuracy of 0.5994, relying entirely on GPT-4.1 + multi-prompt ensemble
solution.

This performance ranks second overall in the ImageCLEF 2025 multimodal reasoning evaluation,
with an absolute improvement of 32.93% over the official baseline of 0.2701. Although there is still
a gap with the championship team’s accuracy of 81.40%, our method shows significant competitive
advantages and robust generalization ability.

The table 2 directly demonstrates the competitive advantage of the proposed method over the official
baseline on the final test set. It quantifies the overall impact of the framework and provides strong
evidence for its practicality and competitive position in real-world benchmarks.



Table 2
At the final submission stage, the results of the baseline and this study’s multi-cue integrated multilingual
multimodal reasoning method on the test set.

Method Multilingual

Baseline 0.2701
MPER(Our) 0.5994

3.5. Multilingual Generalization Analysis

To further evaluate the robustness of the framework with respect to language diversity, this study
presents detailed results for 13 languages in the ImageCLEF 2025 task.

As shown in Table 3, the performance varies across languages, but generally demonstrates strong
multilingual generalization, with accuracies ranging from 0.3941 (Urdu) to 0.7750 (Bulgarian). This
highlights the framework’s ability to handle challenges such as language diversity, complex reasoning
chains, and integration of real-world knowledge, which are inherent challenges in the ImageCLEF task.

Table 3
Results achieved by our multi-prompt integrated multilingual multimodal reasoning approach in rankings across
languages at the final submission stage.

Language MPER(Our) Baseline

English 0.5938 0.2480
Bulgarian 0.7750 0.2450
Chinese 0.5283 0.2678
German 0.7403 0.3101
Arabic 0.4324 0.2703
Italian 0.6010 0.2414
Spanish 0.6696 0.3156
Urdu 0.3941 0.3011
Serbian 0.5468 0.2365
Hungarian 0.6518 0.2348
Croatian 0.5764 0.2709
Polish 0.7181 0.2934
Kazakh 0.5350 0.2738

3.6. Discussion of Experimental Findings

Empirical results clearly confirm the significant performance gains achieved by the multi-prompt ensem-
ble strategy. The significant accuracy improvements observed for GPT-4.1 (13% absolute improvement
on validation set accuracy) and Qwen-VL-Plus (18% absolute improvement on validation set accuracy)
highlight the value of this approach.

In-depth analysis shows that the multi-prompt ensemble strategy is particularly valuable for reasoning
tasks in complex scenarios. When faced with questions containing semantic ambiguity or long text
descriptions, different prompt templates effectively guide the model to focus on information features
at different levels of abstraction. For example, in questions involving multi-entity spatial relations,
the ensemble system stably outputs the correct answer through a ensembling mechanism, while the
predictions of a single prompt show large fluctuations.

This improvement directly confirms Wang et al.’s [14] theory on enhancing self-consistency, which
states that introducing diversity in reasoning paths can effectively reduce the probability of accidental
errors. In addition, the findings of this study echo the "perspective diversity" theory recently proposed
by the Trad team [3], which argues that different prompt templates are equivalent to building a multi-
dimensional thinking entry point for the model, thereby activating the model’s potential multimodal



reasoning ability.

4. Limitations and Future Work

Despite the significant performance improvements achieved by the MPER framework, key limitations
warrant acknowledgment. Primarily, the substantial cost associated with utilizing the commercial
GPT-4.1 API constrained our ability to conduct thorough ablation studies. This limitation prevents a
deeper quantitative analysis of the individual contribution of each prompt type (Base, CoT, Role-playing)
and their various combinations to the overall ensemble performance. Additionally, the current prompt
designs are primarily empirical, and performance variation persists across languages.

Future work will prioritize conducting comprehensive ablation experiments to rigorously quantify
the impact of each prompt design choice and ensemble strategy component on model performance.
This deeper analysis will provide crucial insights for further refining the approach. Further exploration
of method optimization is also warranted.

5. Conclusion

This paper proposes a multi-language multimodal reasoning method based on multi-prompt integration
of GPT-4.1 for the ImageCLEF 2025 MultimodalReasoning task. We compared the performance of the
Qwen-VL-Plus and GPT-4.1 models under single prompt and multi-prompt integration, and finally
selected the GPT-4.1 model and multi-prompt integration strategy to improve the accuracy. Experimental
results show that this strategy has achieved significant gains on both the validation set and the test
set, and finally won the second place in the competition. Our work shows that in complex multi-
language reasoning tasks, the use of prompt engineering and integration methods can fully tap the
capabilities of VLM. Future work can consider methods such as reinforcement learning, VLM knowledge
fusion[15], knowledge graphs[16], and hybrid integration to further improve the multimodal reasoning
performance of the model.
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