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Abstract
Biomedical question answering (QA) plays a critical role in enabling efficient access to clinical and scientific
knowledge, yet remains a challenging task due to domain complexity, terminology ambiguity, and evidence
integration from multiple sources. In this study, we address these challenges in the context of the BioASQ 13b
Task B challenge, which evaluates systems across yes/no, factoid, and list question types. In this work, we
investigate the impact of prompt design on biomedical question answering in the BioASQ 13b Task B challenge.
Specifically, we evaluate: (1) a standard format combining questions with all retrieved snippets, (2) randomized
prompting with shuffled snippet orders and repeated trials, (3) a one-by-one snippet querying strategy with
output aggregation, and (4) a no-snippet condition relying solely on the model’s parametric knowledge. Final
predictions are selected via majority voting or log-probability-based ranking, depending on the task type. In the
final evaluation, team rankings were determined by averaging the best ranks achieved across sub-tasks (yes/no,
factoid, and list), regardless of whether the top- performing results came from the same system. Based on this
ranking scheme, our team achieved the highest average rank in Batches 1 and 4, and the second-highest in
Batches 2 and 3, demonstrating the robustness and effectiveness of our prompt design.
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1. Introduction

Accessing high-quality biomedical information remains a significant challenge for clinicians and re-
searchers who must navigate heterogeneous databases and fragmented knowledge sources to find
precise, evidence-based answers. Traditional keyword-based search engines are often inadequate for
handling complex expert queries, especially when answers are dispersed across multiple scientific
articles. To address these limitations, the BioASQ challenge [1, 2] has been a cornerstone benchmark for
biomedical question answering (QA) systems. The challenge, now in its thirteenth edition (BioASQ 13b,
2025 [3]), is designed to promote the development of AI systems that can semantically index biomedical
literature and generate accurate, context-aware responses to expert-written questions. Among the
various tasks, BioASQ Task B—Biomedical Semantic QA—requires systems to answer questions using
evidence snippets retrieved from PubMed [4], while returning both exact answers (such as yes/no,
entities, or lists) and ideal summaries. Task B encompasses four question types: yes/no, factoid, list,
and ideal answers. In this work, we focus on the first three types, which require precise and structured
responses grounded in evidence. BioASQ 13b provides the largest training corpus to date, comprising
5,389 expert-authored questions with carefully curated snippet evidence, offering a unique testbed for
evaluating modern LLM-based QA systems.

While recent advances in large language models (LLMs) such as GPT-4 [5] and Claude [6] have shown
impressive general-domain QA capabilities, their performance in biomedical contexts is highly sensitive
to how information is presented in the prompt. In particular, biomedical QA demands integrating
multiple retrieved snippets, each of which may contain partial or conflicting evidence. Prompt design
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thus plays a pivotal role in determining whether the model can reason over the provided context
effectively.

In this study, we systematically explore several snippet-aware prompting strategies to better under-
stand their impact on biomedical QA performance. We evaluate: (1) a default format that combines
task instruction, question, and the complete list of snippets in a single prompt; (2) a randomized
snippet order setting that introduces permutation over snippet order across repeated trials to reduce
positional bias; (3) a one-by-one approach that queries the model with each snippet separately and
aggregates the answers; and (4) a prior-knowledge-only condition in which the model generates an
answer without any evidence snippets, relying solely on parametric knowledge.

We apply these prompting strategies to multiple LLMs, including GPT-4o-mini, GPT-4, and Claude, and
consolidate the outputs using log-probability-based ranking and majority voting to improve reliability.
This unified evaluation reveals the strengths and limitations of each prompting approach and model,
offering practical insights for designing robust biomedical QA systems. Our system achieved top-tier
performance in the BioASQ 13b Task B challenge, ranking first in batches 1 and 4 and second in
batches 2 and 3. These results highlight the critical importance of prompt structure, especially in
evidence-sensitive tasks such as factoid and list-type QA.

2. Task Description

The BioASQ challenge promotes the development of intelligent systems for biomedical question an-
swering. In this paper, we focus on Phase B of the BioASQ 13b task[7], where systems are required to
generate precise answers to questions using evidence snippets retrieved from PubMed abstracts [4].
Each question is paired with a set of snippets, and its expected answer format varies depending on the
question type: yes/no, factoid, or list.

Yes/No. For this question type, the model is expected to answer "yes" or "no" based on the given
snippets. An example is: “Is age an underlying factor in the eye disease AMD?” Answering yes/no
questions often requires considering multiple snippets rather than relying on a single snippet alone.
The evaluation is based on accuracy or macro-averaged F1-score, where each label ("yes" or "no") is
treated as a separate class. This approach ensures that the model is not biased toward a majority class,
and it is fairly evaluated on positive and negative responses. The macro-averaged F1-score is computed
as:

Macro-F1 =
1

2

(︀
F1yes + F1no

)︀
where for each class 𝑐 ∈ {yes, no}, the precision, recall, and F1 score are given by:

Precision𝑐 =
𝑇𝑃𝑐

𝑇𝑃𝑐 + 𝐹𝑃𝑐
, Recall𝑐 =

𝑇𝑃𝑐

𝑇𝑃𝑐 + 𝐹𝑁𝑐
, F1𝑐 =

2 · Precision𝑐 · Recall𝑐
Precision𝑐 +Recall𝑐

Here, 𝑇𝑃𝑐, 𝐹𝑃𝑐, and 𝐹𝑁𝑐 denote the number of true positives, false positives, and false negatives for
class 𝑐, respectively.

Factoid. Factoid questions expect a single answer that best represents the factual information
the requested. An example is: “What is the target of fezolinetant?” The ground-truth answers are
usually, though not always, contained within the snippets. This type of question differs from other QA
tasks, such as SQuAD [8], where answers can always be extracted from the given context. Answers to
factoid-type questions are represented as a double list of possible answers, where each inner list contains
acceptable variants of the same correct answer. In the evaluation, higher scores are assigned when the
preferred correct answer appears earlier in the system’s ranked list of predictions. Factoid questions are
evaluated using the Mean Reciprocal Rank (MRR), which accounts for both the correctness and the
ranking position of the answers. Specifically, the reciprocal of the rank at which the first correct answer



yesno factoid list

# of questions avg.# of snippets # of questions avg # of snippets # of questions avg.# of snippets

11b test 86 9.45 98 7.39 66 15.15
12b test 102 25.95 85 27.19 80 22.15

Table 1
Summary of the dataset composition across three question types (yes/no, factoid, list) and two data splits (11b
test, 12b test). Each cell reports the number of questions and the average number of supporting snippets per
question.

appears in the system’s prediction list is computed for each question. The MRR is then calculated as the
average of these reciprocal ranks over all factoid questions:

MRR =
1

|𝑄|

|𝑄|∑︁
𝑖=1

1

rank𝑖

where 𝑄 is the set of factoid questions, and rank𝑖 denotes the position of the first correct answer for
the 𝑖-th question. If no correct answer is found in the predicted list, the reciprocal rank for that instance
is defined as zero.

List. List-type questions require the system to return a list of correct answers, i.e., more than
one acceptable answer. An example is: “Please list the symptoms of Chikungunya virus infection”.
Although list-type questions may appear similar to factoid-type questions, they differ in that they
expect multiple distinct answers rather than a single best answer or alias group. Each item in the gold
standard represents a unique element, and the system is evaluated based on how many of these items
are correctly retrieved. Evaluation is conducted using standard classification metrics: precision, recall,
and F1-score, calculated based on the overlap between the predicted and gold-standard answer sets.
Unlike factoid questions, the order of the answers does not affect the evaluation score; only the set
overlap is considered.

3. Methods

3.1. Dataset

We utilized the official BioASQ datasets [9, 10] released as part of the BioASQ Challenge. In total, 5,389
biomedical questions were provided by the challenge organizers, categorized into three types: yes/no,
factoid, and list. Each question is accompanied by supporting snippets from PubMed abstracts.

For evaluation, we constructed two internal test subsets based on the official BioASQ 11b and 12b test
sets. The BioASQ 11b test data contains 86 yes/no, 98 factoid, and 66 list questions, with an average of
9.45, 7.39, and 15.15 snippets per question, respectively. The second test set is derived from the BioASQ
12b test set and follows the same annotation format. See Table 1 for detailed statistics.

3.2. Model

To address BioASQ Task B, which focuses on biomedical question answering across multiple formats-
including yes/no, factoid, and list-type questions-we employed a suite of state-of-the-art large language
models (LLMs): GPT-4-0125-preview, GPT-4o-mini, GPT-4o (developed by OpenAI), and Claude (devel-
oped by Anthropic). These models were chosen for their strong reasoning capabilities, broad biomedical
knowledge, and robust performance in open-domain QA tasks. Our model selection was motivated in
part by the success of previous BioASQ challenge participants [11, 12, 13], many of whom integrated
GPT-based models—such as GPT-3.5 and early GPT-4 variants—into their systems and achieved com-
petitive results. These precedents demonstrated the effectiveness of large-scale LLMs in biomedical



Prompt for Yes/No

INSTRUCTIONS:
1. Base your answer ONLY
on the information provided
in the [Snippets] section.
2. If there is any conflict
between the snippet infor-
mation and your internal
knowledge, ALWAYS priori-
tize the snippet.
3. Provide your final answer
solely based on the snippet
content.
4. You must answer only with
lowercase "yes" or "no".
If you are not sure, answer
"none".

[Snippets]:
<snippets>
[Question]:
<question>

Prompt for Factoid

INSTRUCTIONS:
1. Base your answer ONLY
on the information provided
in the [Snippets] section.
2. If there is any conflict
between the snippet infor-
mation and your internal
knowledge, ALWAYS priori-
tize the snippet.
3. Provide your final answer
solely based on the snippet
content.
4. Provide 1–2 items only.
Use a single term if syn-
onyms exist.

Return a JSON string array
of concise entity names or
numbers.
Return an empty list if
unknown.

[Snippets]:
<snippets>
[Question]:
<question>

Prompt for List

INSTRUCTIONS:
1. Base your answer ONLY
on the information provided
in the [Snippets] section.
2. If there is any conflict
between the snippet infor-
mation and your internal
knowledge, ALWAYS priori-
tize the snippet.
3. Provide your final answer
solely based on the snippet
content.
4. Provide up to 7–8 items
only. Use a single term if
synonyms exist.

Return a JSON string array
of concise entity names or
numbers.
Return an empty list if
unknown.

[Snippets]:
<snippets>
[Question]:
<question>

Table 2
Prompts used for each QA type in our system. Each prompt instructs the model to rely strictly on snippet content
and return appropriately constrained outputs based on the question type.

QA settings and provided a practical foundation for adopting more advanced models in our pipeline.
Additionally, we prioritized the GPT-4 series over GPT-3.5 due to their support for structured outputs,
such as generating answers in JSON format. This feature is especially valuable in BioASQ, where
answers must adhere to specific schemas depending on question type (e.g., boolean for yes/no, single
entities for factoid, or lists for list questions). Relying on models that directly produce structured
responses allowed us to reduce post-processing overhead and minimize potential formatting errors,
thereby improving overall pipeline robustness and evaluation compatibility.

3.3. Prompt Design

To accommodate the distinct requirements of the three question types in BioASQ Task B-yes/no, factoid,
and list-we designed custom prompts tailored to each type. These prompts enforced reliance on provided
snippets and required structured outputs where applicable. To ensure that the model reliably followed
these constraints, we carefully phrased and, in some cases, repeated key instructions within the prompts
to reinforce snippet-based answering behavior. The detailed formats for each prompt are provided in
Table 2.

To improve the model’s ability to capture relevant entities, particularly when snippets are long or
contain dispersed information, we experimented with multiple snippet input configurations. We initially
designed multiple strategies not only to ensure coverage, but also to assess their relative effectiveness.
Our goal was to reduce the chance of missing key evidence by exploring different ways of presenting
the input. The following four strategies were implemented:

• Full Snippet (Default Order): All available snippets associated with a given question were
concatenated and provided to the model in the original order as retrieved from the dataset. This



setting reflects a realistic scenario where the model receives the complete context at once and is
expected to synthesize information across multiple evidence sentences.

• Random Ordered Full Snippet: All snippets were concatenated into a single input, but the
order of the snippets was randomly shuffled. This configuration was used to examine the model’s
robustness to non-sequential evidence and to assess whether reasoning performance depends on
snippet ordering.

• Single Snippet (One-by-One): Each snippet was presented to the model individually, paired
with the same question. The model generated an answer for each snippet independently, and
the final answer was determined by aggregating outputs (e.g., via majority vote for yes/no, or
top-confidence entity selection for factoid/list). This approach aimed to isolate the model’s ability
to extract relevant information from minimal context without being influenced by noisy or
conflicting snippets.

• No Snippet: The question was presented without any snippets, forcing the model to answer
based solely on internal knowledge.

By applying all of these strategies across question types, we aimed to enhance answer coverage and
mitigate the risk of evidence omission.

3.4. Ensemble Strategy

We performed ensemble across the outputs of multiple models, using task-specific strategies described
below:

• Yes/No Questions: For each yes/no question, we collected all responses generated by the models
and applied a majority voting scheme. Only responses labeled as "yes" or "no" were considered
valid votes; responses labeled as "none" were treated as abstentions and excluded from the
voting pool. The label with the highest number of votes among valid responses was selected as
the final answer. This approach ensured that the decision reflected the consensus among models
while discarding uncertain outputs.

• Factoid Questions: In the case of factoid questions, each model produced one or more entity
candidates along with associated log probabilities. We aggregated all unique entity candidates
across models and summed their log probabilities when the same entity appeared multiple
times. The final answer was determined by selecting the top-ranked entities according to these
cumulative scores. This ranking-based strategy allowed us to combine probabilistic confidence
across models and prioritize entities with consistent high-confidence support.

• List Questions: For list-type questions, we applied a frequency-based ensemble method. Each
model generated a list of entities as potential answers. We counted how many times each entity
appeared across all model outputs, regardless of position. Entities that exceeded a predefined
occurrence threshold were included in the final list. This threshold was chosen to balance precision
and recall, ensuring that only consistently predicted entities were retained while filtering out
spurious or low-confidence entries.

These ensemble strategies were applied uniformly across all model outputs to improve robustness
and answer reliability. By leveraging complementary predictions from multiple models and aggregating
them in a task-aware manner, we aimed to reduce variance, correct isolated errors, and enhance overall
consistency. This approach allowed us to take advantage of both model diversity and redundancy,
ensuring that the final predictions reflected a more stable consensus across different models and decoding
conditions.



Table 3
Performance (Macro F1) on BioASQ-13b in the yes/no type. Numbers in parentheses indicate the number of
single models constituting the ensemble. Systems are classified as either single or ensemble models, with most
based on one-by-one inference.

Batch Dense Rank System Macro F1 Description

Batch 1

1 2025-DMIS-KU-2 1.0000 Ensemble (10), full snippet
2 2025-DMIS-KU-1 0.9328 Ensemble (2), one-by-one
2 2025-DMIS-KU-5 0.9328 Ensemble (2), one-by-one
2 2025-DMIS-KU-3 0.9328 Single, one-by-one
6 2025-DMIS-KU-4 0.8132 Single, one-by-one

Batch 2

1 2025-DMIS-KU-2 1.0000 Ensemble (10), full snippet
2 2025-DMIS-KU-1 0.9377 Ensemble (2), one-by-one
2 2025-DMIS-KU-5 0.9377 Ensemble (2), one-by-one
3 2025-DMIS-KU-3 0.9328 Ensemble (2), one-by-one
4 2025-DMIS-KU-4 0.8786 Single, one-by-one

Batch 3

1 2025-DMIS-KU-1 0.9394 Ensemble (2), one-by-one
1 2025-DMIS-KU-2 0.9394 Ensemble (12), one-by-one
1 2025-DMIS-KU-4 0.9394 Single, one-by-one
2 2025-DMIS-KU-3 0.8854 Ensemble (2), one-by-one
2 2025-DMIS-KU-5 0.8854 Ensemble (2), one-by-one

Batch 4

2 2025-DMIS-KU-3 0.9532 Ensemble (2), one-by-one
3 2025-DMIS-KU-4 0.9487 Single, one-by-one
4 2025-DMIS-KU-5 0.9097 Ensemble (2), one-by-one
5 2025-DMIS-KU-2 0.9023 Ensemble (10), full snippet
8 2025-DMIS-KU-1 0.8595 Ensemble (2), full snippet

4. Result

4.1. Official Evaluation on BioASQ-13b

Tables 3, 4, 5 show that our best-performing models achieved top scores in most batches across all
question types. In these tables, the "Dense Rank" column represents the system’s rank on the leaderboard
without skipping positions for ties (i.e., ranks increase sequentially even when scores are tied). The
"Description" column follows the format "Ensemble (k), Prompt Type", where k denotes the number of
model outputs combined, and Prompt Type indicates the prompting strategy used (e.g., One-by-One). In
particular, in the yes/no type, all our systems consistently demonstrated stable and strong performance
across all batches. Most systems were designed around the one-by-one strategy, in which answers
are predicted separately for each snippet. We also integrated variations such as generating responses
without snippets and randomly selected snippets to diversify perspectives. To better handle uncertainty,
we applied rule-based fallback strategies triggered by indicators like the ratio of "none" responses or
imbalanced yes/no predictions. Based on these signals, answers were either substituted from other
systems or selected based on log-probability confidence. While many systems remained small-scale
ensembles of two models, some incorporated up to 12 different outputs. The best-performing models
effectively combined these techniques, reaching a macro F1 score of 1.0000 in both Batches 1 and 2.

All systems except one were based on single-model configurations for the factoid task. We tested
different answer selection methods, such as log-probability scoring with rule-based filters, and a
Reciprocal Rank Fusion (RRF) strategy in one case. The systems also varied in how they processed input:
some relied on all available snippets, while others processed each one independently. No ensemble
was used, except in a single submission for Batch 4, which combined three different outputs using RRF
and yielded competitive performance. Despite focusing primarily on individual systems, we achieved
strong MRR scores, consistently ranking among the top in several batches, including two second-place
finishes in Batch 1 and Batch 4.



Table 4
Performance (mean reciprocal rank, MRR) on BioASQ-13b in the factoid type. Numbers in parentheses indicate
the number of single models constituting the ensemble. All systems are single models unless otherwise noted,
and include the prompt types described in Section 3.3.

Batch Dense Rank System MRR Description

Batch 1

1 2025-DMIS-KU-1 0.5962 Single, full snippet
1 2025-DMIS-KU-5 0.5962 Single, one-by-one
1 2025-DMIS-KU-3 0.5962 Single, one-by-one
3 2025-DMIS-KU-4 0.5513 Single, full snippet
4 2025-DMIS-KU-2 0.5256 Single, full snippet

Batch 2

2 2025-DMIS-KU-4 0.6667 Single, random ordered full snippet
3 2025-DMIS-KU-5 0.6481 Single, random ordered full snippet
9 2025-DMIS-KU-2 0.5556 Single, random ordered full snippet
9 2025-DMIS-KU-3 0.5556 Single, random ordered full snippet
10 2025-DMIS-KU-1 0.5370 Single, one-by-one

Batch 3

2 2025-DMIS-KU-4 0.5042 Single, full snippet
7 2025-DMIS-KU-3 0.4458 Single, full snippet
8 2025-DMIS-KU-1 0.4392 Single, full snippet
9 2025-DMIS-KU-5 0.4333 Single, full snippet
11 2025-DMIS-KU-2 0.4142 Single, full snippet

Batch 4

2 2025-DMIS-KU-2 0.6136 Single, random ordered full snippet
2 2025-DMIS-KU-3 0.6136 Single, random ordered full snippet
2 2025-DMIS-KU-4 0.6136 Single, full snippet
3 2025-DMIS-KU-5 0.5909 Ensemble (3), full snippet
6 2025-DMIS-KU-1 0.5455 Single, full snippet

For the list-type task, we generated 16 candidate outputs by applying four distinct prompting
strategies to four different LLMs. Most of our systems were ensemble models that combined a subset
of these outputs. In Batches 1 and 3, we used fixed combinations of prompting strategies such as
full snippet, random ordered full snippet, and one-by-one prompting. Batch 2 employed a weighted
ensemble over combinations, where the models and their weights were determined based on F1 scores
from internal validation across all possible 4-model combinations among the 16 candidates. In Batch 4,
we selected four models from the full candidate pool and combined them using equal weights. Overall,
performance improvements across batches were primarily driven by effective model selection and the
diversity of prompting strategies, rather than the size of the ensemble.

4.2. Evaluation on 11b and 12b

We conducted an ablation study using the GPT-4o-mini model to evaluate how different prompt
design strategies affect biomedical question answering performance. As summarized in Table 6, we
compared the following four configurations:

• Full Snippet (Default Order): The full set of retrieved evidence snippets is concatenated in
their original order and provided in a single prompt.

• Random Ordered Full Snippet: Snippets are randomly reordered and queried multiple times
to mitigate positional bias and enhance evidence diversity.

• Single Snippet (One-by-One): Each snippet is paired individually with the question. The model
produces separate outputs, which are aggregated to form the final answer. In some cases, GPT-4
was used as the decoder in this configuration.

• No Snippet: The model answers the question without access to any supporting snippets, relying
solely on its parametric knowledge.



Table 5
Performance (F-Measure) on BioASQ-13b in the list type. Numbers in parentheses indicate the number of single
models constituting the ensemble. Systems are categorized as either single models or ensembles, using base,
random, or hybrid strategies.

Batch Dense Rank System F-Measure Description

Batch 1

2 2025-DMIS-KU-3 0.5913 Ensemble (5), full snippet
3 2025-DMIS-KU-2 0.5852 Ensemble (5), full snippet
7 2025-DMIS-KU-1 0.5679 Ensemble (5), random ordered snippet
12 2025-DMIS-KU-4 0.5473 Ensemble (5), one-by-one
18 2025-DMIS-KU-5 0.5342 Ensemble (5), full snippet

Batch 2

8 2025-DMIS-KU-4 0.5670 Ensemble (5), full snippet
9 2025-DMIS-KU-5 0.5545 Ensemble (5), full snippet
11 2025-DMIS-KU-1 0.5522 Ensemble (5), full snippet
11 2025-DMIS-KU-2 0.5522 Ensemble (5), full snippet
12 2025-DMIS-KU-3 0.5513 Ensemble (5), full snippet

Batch 3

4 2025-DMIS-KU-5 0.6269 Ensemble (11), majority voting
7 2025-DMIS-KU-4 0.6123 Ensemble (3), full snippet
9 2025-DMIS-KU-3 0.6087 Single, full snippet
12 2025-DMIS-KU-2 0.6024 Single, random ordered snippet
16 2025-DMIS-KU-1 0.5912 Single, full snippet

Batch 4

3 2025-DMIS-KU-4 0.6328 Ensemble (4), full snippet
7 2025-DMIS-KU-3 0.6200 Ensemble (4), full snippet
8 2025-DMIS-KU-5 0.6180 Ensemble (4), full snippet
9 2025-DMIS-KU-2 0.6160 Ensemble (4), full snippet
10 2025-DMIS-KU-1 0.6155 Ensemble (4), full snippet

Table 6
Performance comparison of different snippet prompting strategies across question types in BioASQ 13b Task B.
The upper half corresponds to phase 11b, and the lower half to phase 12b.

Snippet Strategy yesno factoid list
f1-yes f1-no macro-f1 strict acc. lenient acc. mrr mean prec. recall f-measure

BioASQ 11b Task B
full snippet 0.9375 0.9750 0.9563 0.7544 0.7949 0.7747 0.6635 0.7104 0.6675
random ordered 0.9722 0.9868 0.9795 0.7509 0.7931 0.7720 0.6477 0.6850 0.6455
one-by-one 0.9470 0.9615 0.9547 0.7623 0.8398 0.7941 0.6401 0.7099 0.6522
no snippet 0.8192 0.8204 0.8198 0.4199 0.4199 0.4199 0.4134 0.4596 0.4170

BioASQ 12b Task B
full snippet 0.9169 0.8520 0.8844 0.6186 0.6818 0.6502 0.6414 0.6202 0.6106
random ordered 0.9183 0.8450 0.8817 0.4918 0.6449 0.5661 0.6260 0.5915 0.5889
one-by-one 0.8902 0.8225 0.8563 0.6710 0.8494 0.7403 0.5696 0.5521 0.5217
no snippet 0.7546 0.6369 0.6958 0.3959 0.4270 0.4114 0.3514 0.3434 0.3281

Yes/No. The random ordered full snippet setting yielded the highest macro-F1 score (0.9795), demon-
strating that randomized snippet ordering can improve robustness. The full snippet setting achieved a
macro-F1 of 0.8844, suggesting that a holistic view of the full snippet set provides consistent performance.

Factoid. The one-by-one setting consistently outperformed all others, achieving the best strict accu-
racy, lenient accuracy, and MRR (0.7623, 0.8398, and 0.7941, respectively). These results indicate that
isolating snippets can help the model better extract concise factual entities, especially when they are
sparsely distributed across evidence.



List. Performance on list-type QA revealed a trade-off between coverage and precision. The full
snippet format achieved the highest F1 score (0.6675) in the high-resource setup, likely due to its ability
to synthesize entity mentions across snippets. In contrast, the one-by-one strategy showed reduced
recall, possibly due to fragmented evidence limiting answer aggregation.

No Snippet Setting. The no snippet baseline consistently underperformed across all question types.
This confirms the importance of retrieved evidence, particularly for factoid and list questions where
external grounding is essential.

These findings highlight the crucial role of prompt design in biomedical QA. While one-by-one
prompting is particularly effective for entity-centric questions like factoids, the original format offers
more balanced performance for yes/no and list questions—especially under constrained conditions.
Randomized snippet ordering also improves model robustness, underscoring the benefit of prompt-level
perturbations in multi-evidence settings.

5. Conclusion

In this study, we developed a series of systems for the BioASQ-13b Challenge Phase B, targeting yes/no,
factoid, and list question types. Our analysis revealed that the effectiveness of prompting strategies
varied across tasks. Yes/no questions, framed as binary classification problems, benefited from full-
context prompts that enabled holistic reasoning over all provided snippets. In contrast, factoid questions,
which require precise entity-level retrieval, performed better with one-by-one prompting, where each
snippet is processed independently to ensure comprehensive coverage of fine-grained information. This
approach was particularly useful when handling long or noisy snippet sets, where key evidence might
otherwise be overlooked.

Guided by these insights, we applied task-specific ensemble strategies. For the factoid task, we
used a log-probability-based ensemble: each model produced a ranked list of entity candidates with
associated log-probabilities. We aggregated all unique entity candidates across models and summed
their log-probabilities when the same entity appeared multiple times. The final answer was selected by
ranking entities based on these cumulative scores, effectively capturing probabilistic consensus across
models. For list-type questions, we employed a frequency-based ensemble: each model generated a
list of candidate entities, and we counted the number of times each entity appeared across outputs,
regardless of position. Entities that exceeded a predefined occurrence threshold were retained in the
final answer. This method helped balance precision and recall, promoting entities with consistent
support while filtering out low-confidence or spurious predictions.

Overall, our results demonstrate that task-aware prompting combined with lightweight ensemble
techniques can effectively enhance system performance. This strategy offers a practical and interpretable
framework for biomedical question answering with large language models.
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