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Abstract
Style change detection in multi-author writing constitutes a significant research challenge in computational
linguistics, with important applications in academic integrity maintenance, forensic investigation, and intelligent
writing assistance. This paper proposes a novel DeBERTa-based deep learning approach for sentence-level style
change detection. Through systematic comparison with mainstream pre-trained models including RoBERTa across
datasets of varying difficulty levels, we conduct comprehensive training and evaluation on three multi-author
writing style analysis datasets (Easy, Medium, and Hard) from PAN. As team wqd, our proposed method achieves
F1-scores of 0.958(ranking 2nd), 0.823(ranking 2nd), and 0.830(ranking 1st) on the respective test sets,
demonstrating both effectiveness and robustness.
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1. Introduction

With the exponential growth of digital text data, the analysis and processing of multi-author writing
have become increasingly important [1][2]. As a key branch of author identification, style change
detection focuses on identifying the textual positions where authorial identity shifts within a document.
Early studies primarily relied on statistical features (such as word frequency and syntactic features) and
clustering algorithms for style change detection[3][4]. Unlike traditional author attribution, style change
detection has achieved higher F1 scores and demonstrated broader applicability by combining BERT
models with random forest classifiers. Additionally, some studies have proposed ensemble methods that
integrate multiple models to improve detection performance[5][6]. In recent years, the PAN series of
evaluation tasks have significantly promoted the development of this field, shifting the research focus
from paragraph-level analysis to more fine-grained sentence-level studies.

This study presents a systematic experimental investigation into the task of style change detection in
multi-author texts. Specifically, we conduct a comprehensive comparative analysis of various pre-trained
language models, including advanced architectures such as DeBERTa (e.g., microsoft/deberta-base) and
RoBERTa, in combination with multiple data augmentation strategies to evaluate their performance on
the task. To further enhance model performance, we incorporate the novel multilingual embedding
model BGE-M3 and implement a specialized feature fusion strategy for cross-lingual feature integration,
thereby thoroughly exploring effective approaches to improve style change detection.

For evaluation, we employ F1-score as the primary metric and perform multi-dimensional quantitative
analyses across three critical subtasks (corresponding to Easy, Medium, and Hard difficulty levels in the
dataset). Our evaluation encompasses various aspects including different model configurations and data
processing methods. Through empirical validation, we systematically assess the contribution of each
technical component (e.g., base models, data augmentation techniques, and feature fusion methods) to
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the overall task performance. The ultimate objective is to identify the optimal model configuration that
achieves an optimal balance between computational efficiency and detection accuracy.

2. Method

2.1. Dataset Construction

The experimental dataset consists of text files (problem-*.txt) and corresponding annotation files
(truth-problem-*.json). The text files contain continuous text for detection, while the annotation
files use the changes field to mark style variations between consecutive sentences (1 indicates variation,
0 indicates no variation).The dataset processing pipeline comprises:

• Sentence Segmentation: Utilizing NLTK’s sent_tokenize tool to split text into sentence
sequences;

• Sample Construction: Forming (sent1, sent2, label) samples where consecutive sentence
pairs serve as input and corresponding changes[i] as labels;

• Anomaly Handling: Skipping documents where sentence count and annotation count mismatch
(len(sentences) ̸= len(changes) + 1) to avoid data noise.

2.2. Model Architecture

The experiment employs a classification framework based on pretrained language models, with the
following core structure:

• Base Models: Comparative evaluation is conducted on DeBERTa (microsoft/deberta-base)
and RoBERTa[7][8]. Their semantic understanding capabilities for sentence pairs are leveraged.

• Classifier: A two-layer linear network (incorporating ReLU activation and Dropout regulariza-
tion) processes the hidden state of the [CLS] token (for DeBERTa) or pooled features. It outputs
binary classification results for style variation detection.

• Enhanced Model: For the RoBERTa+BGE-M3 combination, a BGE feature fusion strategy is
introduced. Dimensionality reduction is performed via a linear projection layer. Then, the dense
features of RoBERTa and BGE are concatenated before being fed into the classifier.

2.3. Training and Evaluation Protocol

• Training Parameters: Batch size 16, learning rate 1× 10−5, AdamW optimizer, BCEWithLogit-
sLoss, trained for 5 epochs;

• Evaluation Metrics: F1-score as primary metric, with best validation-performing models (highest
F1) retained for analysis;

• Controlled Variables: Model type (DeBERTa/RoBERTa), BGE-M3 integration, and data aug-
mentation (reversal + transition-focused truncation strategy).

3. Experiments

3.1. Dataset

The experimental datasets comprise three difficulty levels: Easy, Medium, and Hard[9]. The Easy
dataset includes documents with diverse themes, the Medium dataset has limited thematic variations,
and the Hard dataset is strictly confined to a single theme. This setup systematically evaluates model
performance across different scenarios.



3.2. Data Processing

The PAN25 Writing Style Analysis Evaluation Task focuses on sentence-level style change detection
in multi-author documents. It requires participating systems to accurately identify all writing style
transition boundaries under the conditions of strictly controlling author identity and topic variations.
Firstly, the text is automatically split into sentences using the nltk.sent_tokenize tool, generating
an ordered set of sentences 𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑛}. Subsequently, a series of adjacent sentence pairs
𝑆 = {(𝑝1, 𝑝2), (𝑝2, 𝑝3), . . . , (𝑝𝑛−1, 𝑝𝑛)} are constructed as the basic analysis units[10], where each
sentence pair represents a potential style transition point,as illustrated in Table 1.

Table 1
Sample Sentence Pairs from Training Data

sentence_1 sentence_2 label

I learned this about Ukraine a while back and.... It’s easy for some to make the mistake as back.... 0
It’s easy for some to make the mistake as back.... But when ppl see others say it the respectfully.... 0

Newline characters in the text are replaced with spaces to avoid sentence segmentation errors. The
sentence pairs are encoded using the Tokenizer corresponding to the pretrained model, with padding set
to padding=’max_length’ and attention masks generated simultaneously. To address the maximum
sequence length constraint of Transformer models, truncation is applied with max_length=128. The
statistical overview of the sample collection is presented in Table 2.

Table 2
Dataset Statistics

Datasets Easy Medium Hard

#documents #para. #documents #para. #documents #para.

Training set 4200 46713 4200 54452 4200 48372
Validation set 900 9921 900 11771 900 10283

3.3. Additional Processing for Comparative Experiments

• Data Augmentation: The training data is augmented using the “Inversion + Transition
Focus Truncation Strategy” to enhance model robustness. The inversion involves adding
(𝑠𝑒𝑛𝑡2, 𝑠𝑒𝑛𝑡1, 𝑙𝑎𝑏𝑒𝑙) pairs based on the original (𝑠𝑒𝑛𝑡1, 𝑠𝑒𝑛𝑡2, 𝑙𝑎𝑏𝑒𝑙) sentence pairs. The at-
tention truncation strategy is implemented by concatenating the last 64 characters of sentence_1
with the first 64 characters of sentence_2 before token embedding, followed by encoder processing.
This method further improves the model’s ability to handle long texts and capture style transition
features, thereby enhancing the accuracy and efficiency of style variation detection.

• Feature Fusion Methodology: The sentence-level dense embeddings generated by the BGE-M3
model are concatenated with the contextual representations extracted from RoBERTa, forming a
hybrid feature vector that serves as input to the classification layer.

3.4. Experiment Results

We carried out four experiments: Using BERT - series pre - trained models, namely DeBERTa - base and
RoBERTa, combined with data augmentation and BGE - M3 feature fusion, to train on the training set.
The model with the highest accuracy was selected from the validation set to fine - tune the hyperparam-
eters. Subsequently, we deployed the model with the highest F1 score on the test sets corresponding to
different difficulty levels submitted by the TIRA platform, and simultaneously compared it with the
baseline predictions provided by the competition. The main experimental results are shown in Table 3
and Table 4.



Table 3
F1-scores for author change detection in the multi-author writing style task (test set results)

Method Task 1 Task 2 Task 3

wqd_felt-bronze 0.958 0.823 0.830
Baseline Predictor 0.439 0.440 0.453

Table 4
Comparison of F1-scores across different model configurations (validation set results)

Configuration Task1 Task2 Task3

DeBERTa 0.9558 0.8414 0.8331
DeBERTa+DA 0.9131 0.8231 0.8228
RoBERTa 0.9517 0.8352 0.8227
RoBERTa+BGE-M3 0.9390 0.8151 0.8069

4. Conclusions

Through comparative analysis of different models, code versions, and data augmentation strategies for
style variation detection, this study yields the following key findings[11]:

• Model Selection: DeBERTa demonstrates superior performance over RoBERTa with fewer
training epochs, establishing itself as the preferred choice for this task.

• Data Augmentation: The implemented “Inversion + Transition Focus Truncation Strategy”
failed to improve model performance, potentially due to excessive augmented data volume. Future
work should explore reduced augmentation quantities or alternative augmentation approaches.

• Future Directions: Promising avenues include optimization of data volume, adjustment of
learning rate scheduling strategies, and exploration of more effective feature fusion methods to
enhance model generalization capabilities.
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